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Abstract

Group cohomology appears in many different number theoretic questions and has

various interpretations which make the theory very versatile and give rise to sur-

prising connections. We will see some general methods for working with group

cohomology as shown in [9] and [21]. Central results are Hilbert’s Theorem 90,

restriction-corestriction and the inflation-restriction sequence.

These methods then accompany us throughout the rest of the text where we

see how to use them in number theory. In most cases concrete consequences about

diophantine equations, for example the weak Mordell-Weil theorem, can be derived

from the theory. Further, we outline some of the connections between group coho-

mology, Galois Descent and central simple algebras, our main source being [9].

Moving on we prove local class field theory like in [16] and [5] and we state what

carries over to the global case where we encounter certain local-global principles

and Artin reciprocity which is a vast generalisation of the famous law of quadratic

reciprocity. In particular, we show how these generalised reciprocity laws can be

used to give restrictions on hypothetical solutions to the Fermat equation as in [15].

Finally we give an original proof of the Artin-Schreier theorem based on the much

deeper Merkurjev-Suslin theorem.
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1 Introduction

The starting point of this text are Diophantine equations, that is polynomial equa-

tions with integer coefficients for which we seek solutions in the integers or rational

numbers. This is an ancient subject, and an almost endless supply of very different

tools have been developed to study such equations. We will look at the subject from

the perspective of homological algebra. Let us start with some simple examples.

Consider the equation x2 + y2 = 1. The rational solutions are precisely pairs

of the form x = a2−b2
a2+b2

, y = 2ab
a2+b2

with a, b ∈ Z. There is a simple geometric proof

by choosing the rational point (−1, 0) on the circle and then drawing lines with

rational slopes through this point. But one can also see Galois Cohomology here.

The equation can be rewritten as N(x + iy) = 1, where N is the norm of the

extension Q(i)/Q and solving the equation is equivalent to determining the kernel

of N : Q(i)× → Q×.

Here we reach the first theorem of Galois Cohomology: Hilbert’s Theorem 90.

It states that the kernel of NK/Q where K/Q is a cyclic extension consists precisely

of elements of the form α = β/σ(β), where σ is a generator of Gal(K/Q). One can

use this to recover the parametrisation of Pythagorean triples. Hilbert’s Theorem

90 itself has been generalised in many directions, in particular it can be interpreted

as the vanishing of a certain cohomology group. Using this vanishing one can then

easily derive the theory of Kummer and Artin-Schreier extensions which are a central

ingredient in the proof that solvable Galois groups correspond to equations which

can be solved by radicals.

Thus we are able to solve a Diophantine problem because there is more algebraic

structure than in just a random equation. This is a general theme in this subject.

One exploits certain algebraic structures and their interaction with Galois groups to

solve number theoretic problems. Note that the negative answer to Hilbert’s 10th

problem by Yuri Matiyasevich shows that there is no theory of random equations so

one has to study special classes of equations. A key example of using algebra to solve

diophantine equations is Galois Descent. One has two structures over a field K, for

example curves and a Galois extension L/K. If the structures are isomorphic over

L they are not necessarily isomorphic over K but cohomology precisely classifies all

possible obstructions. This can be used to answer whether certain curves have a

rational point or not by studying an elliptic curve which is only isomorphic to the

original curve over a larger field. For example that 3x3 + 4y3 + 5z3 = 0 has no

rational points can be shown by studying the curve x3 + y3 + 60z3 = 0 which has a

rational point!

Probably the most impressive application of group cohomology to number theory

is class field theory which in some sense classifies the abelian extensions of a local

or global field. As a famous consequence we derive the Kronecker-Weber theorem
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which states that the maximal abelian extension of Q is given by adjoining all roots

of unity to Q. The modern way of proving class field theory is by first proving it

for local fields and then deriving the global theory by studying what happens in all

the completions. This gives rise to local-global principles like the Hasse Principle

which states that a ternary quadratic form has a solution over Q if and only if it

has solutions in Qp for all p and in R. One also recovers quadratic reciprocity and

more generally for any monic polynomial f ∈ Z[x] whose splitting field is abelian

over Q one can find congruence conditions to determine when f has roots modulo

a prime p.

2 Group Cohomology

Galois Cohomology is a special case of group cohomology which we introduce in this

section. To find solutions to diophantine equations is equivalent to finding solutions

which are fixed under the action of a Galois group G. This is why it is natural to

study the functor A 7→ AG which sends an Z[G]-module A to its G-invariants. This

is a left exact functor and so homological algebra tells us that it is fruitful to study

the right derived functors which will be exactly the group cohomology.

For example, taking mth powers is surjective in an algebraically closed field and

so there is an exact sequence

1→ µm → Q× m−→ Q× → 1.

The corresponding sequence of GQ-invariants is not exact anymore but it can be

extended to a long exact sequence in cohomology and so we get information about

the mth powers in Q. This leads to the theory of Kummer extensions and similar

ideas give rise to a proof of the Mordell-Weil theorem on Elliptic Curves. In this

chapter we outline the theory of group cohomology as presented in [9], [19] and [21].

2.1 Some Resolutions

Let G be a group and let Z[G] =
⊕

g∈G gZ be its group ring with multiplication

induced by the group operation in G. A Z[G]-module is the same as an abelian group

with an action of G by automorphisms. By letting G act trivially, any abelian group

becomes an Z[G]-module. For example we do this for Z in the following definition.

Definition 2.1.1. Let A be a Z[G]-module and q ≥ 0 an integer, then we define the

cohomology and homology groups by

Hq(G,A) := ExtqZ[G](Z, A)

Hq(G,A) := TorZ[G]
q (Z, A).
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A 7→ Hq(G,A) is the qth right derived functor of

A 7→ AG = {a ∈ A : Stab(a) = G} = HomZ[G](Z, A)

and A 7→ Hq(G,A) is the qth left derived functor of

A 7→ AG = A/〈a− ga : a ∈ A, g ∈ G〉 = Z⊗Z[G] A.

See [4] for the theory of derived functors and in particular of Tor and Ext. We

will almost exclusively study the cohomology groups Hq(G,A) and homology will

only briefly appear in our treatment of class field theory. To compute Hq(G,A) =

ExtqZ[G](Z, A) we need a projective resolution of Z.

Lemma 2.1.2. There is a free resolution of Z as a Z[G]-module with trivial action

of G

· · · → Z[G3]
d−→ Z[G2]

d−→ Z[G]
d−→ Z→ 0,

with d(g0, . . . , gq) =
∑q

i=0(−1)i(g0, . . . , ĝi, . . . , gq) for q > 0 and gi ∈ G, where the ĝi

indicates that we leave out this index. The map d : Z[G]→ Z is defined by mapping

g 7→ 1 for all g ∈ G. Here G acts diagonally on Z[Gq+1].

Proof. Let S be a set of right coset representatives of G < Gq+1, then S is a Z[G]

basis of Z[Gq+1] and so the resolution is free.

We have d2 = 0 since

d2(g0, . . . , gq) =
∑
j<i

(−1)i+j(g0, . . . , ĝj, . . . , ĝi, . . . , gq)

+
∑
i<j

(−1)i+j−1(g0, . . . , ĝi, . . . , ĝj, . . . , gq)

and those sums cancel.

To show exactness we prove that the identity Z[G•] → Z[G•] is nullhomotopic.

Such a nullhomotopy is given by hq : Z[Gq]→ Z[Gq+1] : (g1, . . . , gq) 7→ (1, g1, . . . , gq),

because then

(dhq+1 + hqd)(g0, . . . , gq) = d(1, g0, . . . , gq) +

q∑
i=0

(−1)ihq(g0, . . . , ĝi, . . . , gq)

= (g0, . . . , gq) +

q+1∑
i=1

(−1)i(1, g0, . . . , ˆgi−1, . . . , gq)

+

q∑
i=0

(−1)i(1, g0, . . . , ĝi, . . . , gq) = (g0, . . . , gq).

Definition 2.1.3. We denote the resolution from the previous lemma by P•(G) →
Z→ 0. The indexing is chosen such that Pn(G) = Z[Gn+1] for n ≥ 0.
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Definition 2.1.4 (inhomogeneous cochains). Let G be a group and A a Z[G]-

module, then let Cq(G,A) denote the abelian group of functions Gq → A for q ≥ 0.

Lemma 2.1.5. There is an isomorphism C•(G,A) ∼= HomG(P•(G), A) such that

under this isomorphism the differential d becomes

(df)(g1, . . . , gq) =g1f(g2, . . . , gq)

+

q−1∑
i=1

(−1)if(g1, . . . , gigi+1, . . . , gq) + (−1)qf(g1, . . . , gq−1).

Proof. Note that the elements

[g1, . . . , gq] := (1, g1, g1g2, . . . , g1g2 . . . gq).

form a Z[G]-basis of Z[Gq+1] = Pq(G). This choice of basis induces an isomorphism

Cq(G,A) ∼= HomG(Pq(G), A) and we have

d([g1, . . . , gq]) = g1[g2, . . . , gq] +

q−1∑
i=1

(−1)i[g1, . . . , gigi+1, . . . , gq] + (−1)q[g1, . . . , gq−1],

as required.

Corollary 2.1.6. Let G be a group and A a Z[G]-module, then

H1(G,A) = {f : G→ A | f(gh) = gf(h) + f(g)}/{g 7→ ga− a | a ∈ A}.

Proof. We have d : C1(G,A) → C2(G,A) : f 7→ df(g, h) = gf(h) − f(gh) + f(g)

and d : C0(G,A)→ C1(G,A) : a 7→ (g 7→ ga− a).

Corollary 2.1.7. In particular if the action of G on A is trivial, then H1(G,A) =

Hom(G,A).

2.2 Hilbert’s Theorem 90

As a first application of group cohomology we discuss Hilbert’s Theorem 90, an

important result in Galois Theory. It can simply be interpreted as the vanishing

of H1(Gal(L/K), L×) where L/K is a finite Galois extension. It is a key building

block of Galois Cohomology and we will apply it frequently in this text.

Lemma 2.2.1. Let G be a group, L a field and S a finite set of homomorphisms

G→ L×, then S is linearly independent in the L-vector space of functions G→ L.

Proof. When S = {τ}, then aτ(e) = 0 implies a = 0. Now suppose the claim of the

lemma is false. Then we take a counterexample where S has minimal cardinality
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which is > 1 since the case |S| = 1 has already been established. Suppose we have

a nontrivial linear relation ∑
s∈S

ass ≡ 0,

for some as ∈ L. Since the relation was nontrivial and the |S| = 1 case is already

proven there must be σ 6= τ ∈ S such that aτ 6= 0, aσ 6= 0. Let h ∈ G such that

σ(h) 6= τ(h), then ∑
s∈S

ass(hg) =
∑
s∈S

ass(h)s(g) = 0,

for all g ∈ G. Subtracting the first relation times τ(h) we get another linear relation

with coefficients as(s(h)−τ(h)) which is nontrivial since σ(h) 6= τ(h) and aσ 6= 0. It

is also shorter than the original relation since for s = τ we have as(s(h)− τ(h)) = 0.

This is a contradiction to the minimality of S.

Theorem 2.2.2 (Hilbert’s Theorem 90). Let K ⊂ L be a finite Galois extension

with Galois group G, then H1(G,L×) = 0, where we view L× as a G-module in the

natural way.

Proof. Let f ∈ C1(G,L×) be a cocycle, i.e. f(g1g2) = (g1 · f(g2))f(g1) for all

g1, g2 ∈ G (in multiplicative notation). The previous lemma applied to the group

L× shows that the homomorphism∑
τ∈G

f(τ)τ : L→ L

is non-zero since f takes non-zero values and G is a finite set of homomorphisms

L× → L×. Thus there is θ ∈ L such that

β :=
∑
τ∈G

f(τ)τ(θ) 6= 0.

Now we compute for any σ ∈ G

σ(β) =
∑
τ∈G

σ(f(τ))στ(θ) =
∑
τ∈G

f(στ)f(σ)−1στ(θ) = βf(σ)−1.

Hence f(σ) = β/σ(β) is a coboundary.

Corollary 2.2.3 (Original Hilbert’s Theorem 90). Let L/K be a finite Galois ex-

tension with cyclic Galois group generated by σ. Then every element x ∈ L such

that NL/K(x) = 1 is of the form y/σ(y), for some y ∈ L×.

Proof. Let x ∈ L such that NL/K(x) = 1, then consider the map f given by σn 7→
σn−1(x)σn−2(x) . . . x. f is well defined since x is of norm one. It is a cocycle since

for all integers m and k

f(σkσm) = σk+m−1(x) . . . σk(x)σk−1(x) . . . x = σk(f(σm))f(σk).
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By Hilbert’s Theorem 90 there is a y ∈ L such that x = f(σ) = y/σ(y).

Corollary 2.2.4. Let K ⊂ L be a finite Galois extension of degree d with Galois

group generated by σ and let α1, . . . , αd be a basis of L over K, then V = {x ∈ L :

NL/K(x) = 1} is in bijective correspondance with Pd−1(K) via the map Pd−1(K)→ V

given by

[u1, . . . , ud] 7→
∑d

i=1 uiαi∑d
i=1 uiσ(αi)

Proof. By the original form of Hilbert’s Theorem 90 the map is surjective. To show

injectivity, let z, w ∈ L× such that z/σ(z) = w/σ(w) and set α = z/w. Then

σ(α) = σ(z)/σ(w) = α is fixed by the Galois group, which is generated by σ. So

α ∈ K and w and z have the same K-span i.e. are equivalent in Pd−1(K).

Example 2.2.5. There is a bijective map from P1(Q) to the rational points on the

circle x2 + y2 = 1 given by

[a, b]→
(
a2 − b2

a2 + b2
,

2ab

a2 + b2

)
.

Proof. Let (x, y) ∈ Q2, then x + iy ∈ Q(i) has norm 1 if and only if x2 + y2 = 1.

Since Q(i)/Q is a cyclic Galois extension we conclude from the previous corollary

that there is a bijection from P1(Q) to the rational points on the circle given by

[a, b] 7→ a+ ib

a− ib
=
a2 − b2

a2 + b2
+ i

2ab

a2 + b2
.

Example 2.2.6. There is a bijective map from P2(Q) to the rational solutions of

x3 − xy2 + 2y3/3 + xz2 − 2yz2/3 + 4z3/9 + 2x2z − 2xyz = 1.

Proof. Let K be the splitting field of f = x3−x−2/3 over Q, then K/Q is a Galois

extension of degree 3 (because disc f = 16 is a square). Let α be a root of f , then

NK/Q(x+ yα + zα2) = x3 − xy2 + 2y3/3 + xz2 − 2yz2/3 + 4z3/9 + 2x2z − 2xyz.

To actually compute the bijection we would have to express the other roots of f in

terms of α.

Example 2.2.7. Let ω be a primitive 3rd root of unity. Then there is a bijective

map from P2(Q(ω)) to the Q(ω)-solutions to the equation x3 + 2y3 + 4z3 = 6xyz+ 1.

Proof. This follows from the fact that N(x+ y21/3 + z41/3) = x3 + 2y3 + 4z3− 6xyz

and that Q(21/3, ω)/Q(ω) is a cyclic Galois extension.

When we see profinite group cohomology, Hilbert’s Theorem 90 will imply Kum-

mer Theory and Artin-Schreier Theory and it plays an important role in the study

of central simple algebras.
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2.3 Cohomology of Cyclic Groups

With Hilbert’s Theorem 90 we already saw a connection between cohomology and

the norm map. This is a general phenomenon for cyclic groups.

Definition 2.3.1. Let G be a finite group and A a Z[G]-module, then we define the

norm map as N : A→ A : x 7→
∑

g∈G gx.

The reason that the cohomology of cyclic groups is simple is the following special

resolution of Z which allows us to easily compute the cohomology of cyclic groups.

For example this is used in later chapters to prove class field theory.

Lemma 2.3.2. Let G = 〈σ〉 be a finite cyclic group, then

. . .
σ−1−−→ Z[G]

N−→ Z[G]
σ−1−−→ Z[G]→ Z→ 0

is a free resolution of Z, where the map Z[G]→ Z is defined by mapping g 7→ 1 for

all g ∈ G.

Proof. Let n = |G|, then Z[G] ∼= Z[x]/(xn − 1) and so clearly the kernel of the

last map is the image of multiplication by σ − 1. The exactness at the other terms

follows from the factorisation (x− 1)(1 + x+ · · ·+ xn−1) = xn− 1 and the fact that

N is multiplication by 1 + x+ · · ·+ xn−1.

Corollary 2.3.3. Hq+2(G,A) ∼= Hq(G,A) for q ≥ 1 when G is a finite cyclic group

and Hq(G,A) ∼= kerN/(σ − 1)A if q is odd and Hq(G,A) ∼= AG/N(A) if q is even.

Example 2.3.4. If L/K is a cyclic extension with group G = 〈σ〉, then by Hilbert’s

Theorem 90 kerN/(σ−1)L× = H1(G,L×) = 0 and we recover the original statement

of Hilbert’s Theorem 90.

Example 2.3.5. Let G = 〈σ〉 be a finite cyclic group of order n and A an abelian

group viewed as Z[G]-module with trivial G-action, then N : Z→ Z is multiplication

by n = |G| and multiplication by (σ − 1) is the zero map, hence H1(G,Z) ∼= A[n]

and H2(G,A) = A/nA.

Definition 2.3.6 (Herbrand quotient). Let G be a finite cyclic group and A a Z[G]-

module, then we define

h(A) = |H2(G,A)|/|H1(G,A)|

whenever both numerator and denominator are finite.

Lemma 2.3.7. Let 0 → A → B → C → 0 be a short exact sequence, then h(B) =

h(A)h(C).
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Proof. From the resolution 2.3.2 we get an exact hexagon

H1(G,A) H1(G,B)

H2(G,C) H1(G,C)

H2(G,B) H2(G,A)

and as a result

|H2(G,A)||H2(G,C)||H1(G,B)| = |H1(G,A)||H1(G,C)||H2(G,B)|

which implies h(B) = h(A)h(C).

Lemma 2.3.8. If A is finite, then h(A) = 1.

Proof. Let σ be a generator of G, then H1(G,A) = kerN/(σ − 1) and H2(G,A) =

ker(σ−1)/N . Moreover, |A| = | kerN ||N(A)| = | ker(σ−1)||(σ−1)A| and the claim

follows.

2.4 Functorial Properties

A powerful method in group cohomology is ’dévissage’ to the case of a cyclic group

which, as shown above, have a very simple cohomology theory. The idea is that if G

is solvable for example, then we have a normal subgroup H < G and we would like

to understand how Hq(G,A) depends on Hq(H,A) and Hq(G/H,AH). And even

more generally, it is often useful to know what happens with a group homomorphism

G→ G′ on cohomology. There are a few natural maps which we now define.

Definition 2.4.1 (Functorial Pair). Let G and G′ be groups, A a Z[G]-module, A′ a

Z[G′]-module, f : G→ G′ a group homomorphism and ψ : A′ → A a homomorphism

of abelian groups which is compatible with f , i.e. ψ(f(g)a′) = gψ(a′) for all g ∈ G.

There is a natural chain map f# : P•(G)→ P•(G
′) induced by f . Now precomposing

with ψ gives a chain map Hom(P•(G
′), A′)→ Hom(P•(G), A). The induced map on

cohomology is called the map associated to the functorial pair (f, φ).

Definition 2.4.2 (Restriction). Let ι : H ↪→ G be a subgroup, then for any Z[G]-

module A, we get a functorial pair (ι, idA) and the associated map, called restriction,

is denoted by ResGH .
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Definition 2.4.3 (Inflation). Let H < G be a normal subgroup and π : G → G/H

the canonical surjection. Further let A be a G-module and ι : AH ↪→ A the inclusion,

then the map associated to the functorial pair (π, ι) is called inflation and denoted

by InfGH .

Definition 2.4.4. Let H < G be a subgroup and A a Z[H]-module. Like in rep-

resentation theory we define the induced module IndGH(A) = HomZ[H](Z[G], A) and

we view IndGH(A) as a Z[G]-module by setting (gf)(y) = f(yg), for f ∈ IndGH(A),

y ∈ Z[G] and g ∈ G.

Induction is adjoint to restriction in the sense that there is a natural isomorphism

HomH(A,B) ∼= HomG(A, IndGH(B)) for any Z[G]-module A and Z[H]-module B.

This extends to a similar isomorphism on cohomology as shown in the next lemma.

Lemma 2.4.5 (Shapiro). Let G be a group, H < G a subgroup and A a H-module,

then the map

Hq(G, IndGH A)→ Hq(H,A)

induced by the canonical map ψ : IndGH A → A : φ 7→ φ(1) and the inclusion

ι : H ↪→ G is an isomorphism for each q ≥ 0.

Proof. (ι, ψ) is a functorial pair since ψ(ι(h)φ) = φ(h) = hφ(1) = hψ(φ).

First we prove the lemma for q = 0. Let f ∈ IndGH(A)G, then since f is G-

invariant, it is constant and f(1) = f(h) = hf(1) for all h ∈ H, so ψ : IndGH(A)G →
AH is an isomorphism.

Now suppose the lemma is true for q, then we prove that it holds for q + 1.

Embed A in an injective Z[H]-module I and set B = I/A. Then 0 → A →
I → B → 0 is exact and since Z[G] is a projective Z[H]-module (it is even free),

the sequence 0 → A′ → I ′ → B′ → 0 is also exact, where M ′ = IndGH(M) for

M = A, I,B. Moreover HomG(−, IndGH(I)) = HomH(−, I) and so I ′ is an injective

Z[G]-module. In particular Hq+1(G, I ′) = Hq+1(H, I) = 0 and since the maps

Hq(G,M ′)→ Hq(H,M) are induced by chain maps it commutes with the connecting

homomorphisms in the long exact sequences, i.e. we have a commutative diagram

Hq(G, I ′) Hq(G,B′) Hq+1(G,A′) 0

Hq(H, I) Hq(H,B) Hq+1(H,A) 0

α β γ

where α, β are isomorphisms by inductive hypothesis and so γ is an isomorphism,

too.

Sometimes it is also useful to know the cohomology of the additive group of a

field L which is much simpler than the multiplicative group as we can easily deduce

now.
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Corollary 2.4.6 (Additive Hilbert 90). Let K ⊂ L be a finite Galois extension with

Galois group G, then Hq(G,L+) = 0 for all q ≥ 1, where L+ denotes the additive

group of L.

Proof. Using the normal basis theorem one can show that there is a G-module

isomorphism L+ ∼= K[G] = IndG1 K. Now the theorem follows from Shapiro’s lemma

since if G is the trivial group, 0 → Z → Z → 0 is a projective resolution of Z and

so all cohomology groups vanish for q ≥ 1. However, we could also use the weaker

statement from [9], that Ln ∼= L ⊗K L ∼= IndG1 L, where the G acts on L ⊗K L on

the right factor. Then we get Hq(G,L)n ∼= Hq(G, IndG1 L) = 0.

Remark 2.4.7. The method of reducing to the case q = 0 in the proof of Shapiro’s

Lemma is called dimension shifting and we will encounter it many more times since

higher cohomology groups often don’t have nice interpretations.

Definition 2.4.8 (Corestriction). Let H < G be a finite index subgroup, A a Z[G]-

module and R a set of coset representatives of G/H, then the maps id : G → G

and IndGH(A) → A : f 7→
∑

r∈R rf(r−1) form a functorial pair which induces a

map on cohomology Hq(G, IndGH(A)) → Hq(G,A). This map composed with the

isomorphism from Shapiro’s Lemma is denoted CorGH : Hq(H,A)→ Hq(G,A).

In the previous definition we have to check that f 7→
∑

r∈R rf(r−1) is a Z[G]-

homomorphism, independent of R. The independence of R is straightforward since

f is a Z[H]-homomorphism. Let g ∈ G, then for every r ∈ R there is a unique

hr ∈ H and sr ∈ R such that r−1g = hrs
−1
r . Now gf gets mapped to∑

r∈R

rf(r−1g) =
∑
r∈R

rf(hrs
−1
r ) =

∑
r∈R

gsrh
−1
r f(hrs

−1
r ) = g

∑
r∈R

srf(s−1
r ).

Since r 7→ sr is a bijection, this shows that f 7→
∑

r∈R rf(r−1) is G-equivariant.

Lemma 2.4.9. Let H < G be a finite index subgroup, then CorGH ◦ResGH is multi-

plication by [G : H].

Proof. For q = 0, we have that Res : AG → AH is the inclusion and Cor : AH =

IndGH(A)G → AG : f 7→
∑

r∈R rf(r−1) = [G : H]f(1) and the result follows.

Assume the result has been proven for q ≥ 0 and embed A in an injective module

I. Then we have a short exact sequence 0→ A→ I → A′ → 0 for A′ = I/A. Since

I is injective, we have Hq+1(G, I) = 0. Let α : Hq(G, IndGH(A))→ Hq(H,A) be the

isomorphism from Shapiro’s Lemma, then we can split up Cor ◦Res = (Cor ◦α) ◦
α−1 ◦ Res. Now observe that Cor ◦α, α and Res are all induced by functorial pairs

and hence by chain maps. As a result there is a commutative diagram

Hq(G, I) Hq(G,A′) Hq+1(G,A) 0

Hq(G, I) Hq(G,A′) Hq+1(G,A) 0

[G:H] [G:H] Cor ◦Res
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and the claim follows by induction.

Corollary 2.4.10. If G is finite, then |G| kills Hq(G,A) for q ≥ 1.

Proof. Let H = {id}, then Hq(H,A) = 0 for q ≥ 1, since 0 → Z → Z → 0 is a

Z[H]-projective resolution of Z. Hence 0 = CorGH ◦ResGH = |G|.

Corollary 2.4.11. Let H < G be a finite index subgroup such that p - [G : H], then

ResGH is injective on p-primary components and CorGH is surjective on p-primary

components.

Proof. Multiplication by [G : H] = Cor ◦Res is bijective on p-primary components

since p - [G : H]. Thus Res is injective on p-primary components and Cor is

surjective on p-primary components.

Corollary 2.4.12. Let G be a finite group, A a Z[G] module and q ≥ 1, such that

for every prime p, there is a p-Sylow subgroup H < G with Hq(H,A) = 0, then

Hq(G,A) = 0.

Proof. By 2.4.11, all p-primary components of Hq(G,A) vanish and since Hq(G,A)

is torsion by 2.4.10, this proves the claim.

Lemma 2.4.13. Let H < G be a normal subgroup and A a Z[G]-module, then the

following sequence is exact.

0→ H1(G/H,AH)
Inf−→ H1(G,A)

Res−−→ H1(H,A).

Proof. We prove this by using the explicit description of H1 from Corollary 2.1.6.

First we show injectivity of Inf. Note that Inf is induced by the map

C•(G/H,AH)→ C•(G,A) : f 7→ f ◦ π,

where π : G → G/H is the canonical surjection. Now let f ∈ C1(G/H,AH) and

suppose Inf[f ] = 0, i.e. there is a ∈ A such that f(gH) = ga− a for all g ∈ G, then

for all h ∈ H we have ha − a = f(hH) = f(H) = a − a = 0 and so a ∈ AH . Thus

f(gH) = gHa− a for all gH ∈ G/H and f represents 0 in H1(G/H,AH).

Let f ∈ C1(G/H,AH), then f(h) = f(e) = f(e · e) = f(e) + f(e) = 0 for all

h ∈ H. Hence Res(Inf([f ])) = 0 already on the level of cochains.

Now suppose f ∈ C1(G,A) is a cocycle such that f(h) = ha− a for some a ∈ A
and all h ∈ H. Let f ′(g) = f(g)− (ga−a), then f ′ represents the same class as f in

H1(G,A) and f ′(h) = 0 for all h ∈ H. Hence the cocycle condition f ′(gh) = gf ′(h)+

f ′(g) implies that f ′ is constant on cosets and f ′(hg) = hf ′(g)+f ′(h) implies that f ′

takes values in AH . Hence f ′(g) = f ′′(gH) for some f ′′ ∈ C1(G/H,AH). Moreover

f ′′ is a cocycle since f ′′(g1Hg2H) = f ′(g1g2) = g1f
′(g2) + f ′(g1) = g1Hf

′′(g2H) +

f ′′(g1H). Hence the class of f lies in the image of Inf which shows exactness at

H1(G,A).
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Corollary 2.4.14 (Inflation-Restriction Sequence). Let H < G be a normal sub-

group, q ≥ 1 and A a Z[G]-module such that Hm(H,A) = 0 for all 0 < m < q, then

the following sequence is exact.

0→ Hq(G/H,AH)
Inf−→ Hq(G,A)

Res−−→ Hq(H,A).

Proof. By the lemma, the statement is true for q = 1. Now suppose it is true for

some q ≥ 1, then we prove it for q + 1. Embed A in an injective Z[G]-module

I. Then we first show that IH is an injective Z[G/H]-module. Suppose A ⊂ B

are Z[G/H] modules and f : A → IH is a Z[G/H]-homomorphism, then via the

canonical map Z[G] → Z[G/H], f is also a Z[G]-homomorphism A → I and so it

extends to f̃ : B → I. But since H acts trivially on B we have hf̃(b) = f̃(b) for all

b ∈ B and hence f̃ : B → IH extends f .

Moreover, HomH(−, I) = HomG(−,HomH(Z[G], I)) and HomH(Z[G], I) is injec-

tive since Z[G] is a free Z[H]-module. Hence I is injective as a Z[H]-module.

Consider the short exact sequence 0 → A → I → B → 0 with B = I/A. This

sequence is also exact as a sequence of Z[H]-modules and since 0 < 1 < q + 1, we

have H1(H,A) = 0 and so we find that 0→ AH → IH → BH → 0 is still exact. As

Inf and Res are induced by functorial pairs and hence by chain maps, they commute

with the connecting homomorphisms and we have a commutative diagram

0 Hq+1(G/H,AH) Hq+1(G,A) Hq+1(H,A)

0 Hq(G/H,BH) Hq(G,B) Hq(H,B)

Inf Res

Inf

δ

Res

δ δ

and because I (also as Z[H]-module) and IH are injective, all the vertical maps

are isomorphisms. It remains to show that the lower row is exact which follows by

induction since for all 0 < m < q we have the exact sequence 0 = Hm(H, I) →
Hm(H,B)→ Hm+1(H,A) = 0.

As hinted in the beginning of this section, 2.4.12 and 2.4.14 together can some-

times be used to reduce a problem to the case of groups of prime order p. For

example to prove global class field theory one has to show that H1(G,CL) = 0 for

all finite Galois extensions K ⊂ L with Galois group G, where CL is the idèle class

group. It suffices to check this for degree p extensions. And as we saw before, cyclic

groups have a particularly simple cohomology theory, thus greatly simplifying the

problem. Here are two explicit examples of applying this method.

Example 2.4.15. Consider the natural action of the dihedral group Dn on C, then

Hq(Dn,C) = 0 for all q ≥ 1.

Proof. Let H < Dn be the subgroup of rotations, then CH = 0 since rotations have

no fixed points except 0 and so Hq(H,C) = 0 for q even. Moreover if q is odd, then
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Hq(H,C) = kerN/(z − 1)C = 0, where z is a primitive nth root of unity. Hence by

inflation-restriction Hq(Dn,C) ∼= Hq(Dn/H,CH) for all q ≥ 1. But CH = 0 and as

a result Hq(Dn,C) = 0 for all q ≥ 1.

Example 2.4.16. Let G be a finite group acting trivially on Q, then Hq(G,Q) = 0

for all q ≥ 1.

Proof. By 2.4.12 it suffices to show this for p-groups. For a cyclic group it follows

immediately from 2.3.3, since in this case the norm map is just multiplication by |G|.
Now assume the claim holds for all p-groups of cardinality ps and let G be a p-group

of cardinality ps+1. There exists a normal subgroup H < G such that G/H ∼= Z/pZ.

By inflation-restriction and the inductive hypothesis we find Hq(G,Q) = 0.

The Inflation-Restriction Sequence connects the groups Hq(G/H,AH), Hq(H,A)

and Hq(G,A) in a particular case. The general case is treated by the Hochschild-

Serre Spectral sequence [11] which we state here but whose proof shall be omitted.

Theorem 2.4.17 (Hochschild-Serre). Let H be a normal subgroup of G, then there

exists a spectral sequence Eij
r starting at the E2 page which converges to Hn(G,A)

and satisfies Eij
2 = H i(G/H,Hj(H,A)).

To make sense of H i(G/H,Hj(H,A)) we need an action of G/H on Hj(H,A).

It is defined by letting g ∈ G act by the functorial pair (h 7→ ghg−1, a 7→ g−1a). For

a down-to-earth introduction to spectral sequences see [24, Chapter 1.7].

2.5 The Cup Product

In this section we introduce a multiplicative structure

H i(G,A)×Hj(G,B)→ H i+j(G,A⊗Z B)

called the cup product. For example it appears in class field theory as the Hilbert

symbol. We mainly follow the construction of the cup product presented in [9,

Chapter 3]. Given Z[G]-modules A and B we equip A ⊗Z B with a Z[G × G]-

module structure in the natural way. For complexes A• and B• we define a complex

(A⊗Z B)n =
⊕

i+j=nAi ⊗Z Bj with differentials

d :
∑
i+j=n

ai ⊗ bj 7→
∑
i+j=n

(dai)⊗ bj + (−1)iai ⊗ (dbj).

It is straightforward to check d2 = 0.

Lemma 2.5.1. Let P,Q be projective Z[G]-modules, then P ⊗Z Q is a projective

Z[G×G]-module.
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Proof. Projective modules are direct summands of free modules, so let F1, F2 be free

Z[G]-modules such that P ⊕P ′ = F1 and Q⊕Q′ = F2. Then (P ⊗Q)⊕ (P ′⊗Q)⊕
(P ⊗ Q′) ⊕ (P ′ ⊗ Q′) = F1 ⊗ F2 and so it remains to show that F1 ⊗Z F2 is a free

Z[G×G]-module. To see this we just have to check that Z[G]⊗ZZ[G] is free. But this

follows easily from the isomorphism Z[G×G]→ Z[G]⊗Z Z[G] : (x, y) 7→ x⊗ y.

Lemma 2.5.2. A bounded double complex with exact rows has trivial total homology.

Proof. The E1 page of the associated spectral sequence vanishes and so the total

cohomology is trivial [24, Chapter 1.7]. But of course one could also prove this by

diagram chasing.

Corollary 2.5.3. If M• is a flat bounded complex and N• is an exact bounded

complex, then (M ⊗N)• is exact.

Proof. Each of the rows Mi ⊗N• is exact by flatness.

Lemma 2.5.4. Let P• → Z→ 0, Q• → Z→ 0 be projective Z[G]-resolutions, then

P• ⊗Z Q• is a projective Z[G×G] resolution of Z.

Proof. By 2.5.1
⊕

i(Pn−i ⊗Z Qi) is a direct sum of projective modules and hence

projective. Projective Z[G]-modules are projective Z-modules since they are direct

summands of a free Z[G]-module and Z[G] is a free Z-module. Projective modules

are flat (since Tor1 vanishes) and so (P ⊗Q)• is exact by 2.5.3.

It remains to show that (Q0 ⊗ P0)/d(P ⊗Q)1
∼= Z. Note that as Z-modules, we

have Q0 = d(Q1)⊕ Z and P0 = d(P1)⊕ Z. This shows that P0 ⊗Q0 = Z⊕ d(P1)⊕
d(Q1)⊕ d(P1)⊗ d(Q1). On the other hand d(P ⊗Q)1 = d(P1)⊗Q0 +P0⊗ d(Q1) =

d(P1) + d(Q1) + d(P1)⊗ d(Q1) and the result follows.

Definition 2.5.5. Let P•, Q• be projective resolutions of Z and A,B Z[G]-modules.

Given a ∈ Hom(Pi, A) and b ∈ Hom(Qj, B) we define the cup product as (a ∪ b) :

Pi ⊗Z Qj → A⊗Z B : p⊗ q 7→ a(p)⊗ b(q).

Clearly the cup product is functorial in both arguments. More precisely if f :

A→ A′ and g : B → B′ are G-homomorphisms, then f∗(a)∪ g∗(b) = (f ⊗ g)∗(a∪ b).

Lemma 2.5.6. For a ∈ Hom(Pi, A) and b ∈ Hom(Qj, B) we have the formula

d(a ∪ b) = da ∪ b+ (−1)i(a ∪ db).

Proof. Unravelling the definitions we find

d(a ∪ b) : pi+1 ⊗ qj + pi ⊗ qj+1 7→ a(dpi+1)⊗ b(qj) + (−1)ia(pi)⊗ b(dqj+1)

and hence the claim.

17



Lemma 2.5.7. The cup product induces a well-defined bilinear map H i(G,A) ×
Hj(G,B)→ H i+j(G,A⊗Z B).

Proof. If da = 0 and db = 0, then by 2.5.6 d(a ∪ b) = 0. Moreover if a = a′ + da′′

and b = b′ + db′′, then a ∪ b = a′ ∪ b′ + d(a′′ ∪ b′) + (−1)id(a′ ∪ b′′) + d(a′′ ∪ db′′) and

so the cup product is a well-defined on cohomology classes H i(G,A)×Hj(G,B)→
H i+j(G×G,A⊗ZB). Composing this with the restriction associated to the diagonal

embedding G→ G×G, we get the desired map.

Moreover, the construction is independent of the projective resolutions because

if P•, P
′
•, Q• and Q′• are projective resolutions of Z, then P• is homotopy equivalent

to P ′• and Q• is homotopy equivalent to Q′•. These homotopy equivalences can

naturally be tensored together to a homotopy equivalence between (P ⊗ Q)• and

(P ′ ⊗ Q′)•. The isomorphisms on cohomology induced by these equivalences are

compatible with the cup product construction.

In degree 0 we recover the natural injective map AG⊗BG → (A⊗B)G. Moreover,

one can check that the cup product is associative and we have

Lemma 2.5.8. Using the canonical isomorphism A⊗B → B ⊗A we may identify

H i(G,A⊗B) and H i(G,B⊗A). Under this identification we have α∪β = (−1)ijβ∪
α, where α ∈ H i(G,A) and β ∈ Hj(G,B).

Proof. We show something stronger. Let P• be a projective resolution of Z, then

there is an isomorphism of chain complexes φ : P•⊗P• → P•⊗P• mapping p⊗ q ∈
Pi ⊗ Pj to (−1)ijq ⊗ p ∈ Pj ⊗ Pi. This is verified by the computation

d(φ(p⊗ q)) = d((−1)ijq ⊗ p) = (−1)ij(dq ⊗ p+ (−1)jq ⊗ dp)

= (−1)(i+1)jq ⊗ dp+ (−1)i(j+1)+idq ⊗ p = φ(d(p⊗ q)).

Lemma 2.5.9. Suppose 0 → A1 → A2 → A3 → 0 is exact and 0 → A1 ⊗ B →
A2⊗B → A3⊗B → 0 remains exact, then δ(a∪ b) = δ(a)∪ b for all a ∈ H i(G,A3)

and b ∈ Hj(G,B), where δ is the connecting homomorphism. Similarly δ(a ∪ b) =

(−1)ia ∪ δ(b) for a ∈ H i(G,A) and b ∈ Hj(G,B3), when 0 → B1 → B2 → B3 → 0

is a short exact sequence such that 0→ A⊗ B1 → A⊗ B2 → A⊗ B3 → 0 remains

exact.

Proof Sketch. This essentially boils down to the fact that everything in the diagram

0→ Hom(P•⊗Q•, A1⊗B)→ Hom(P•⊗Q•, A2⊗B)→ Hom(P•⊗Q•, A3⊗B)→ 0

commutes. See [9, Proposition 3.4.8] for the details.

Often we have a Z-bilinear map b : A × B → C such that b(gx, gy) = gb(x, y)

and after composing with the induced map A⊗ B → C we get a cup product with

values in H i+j(G,C).
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Lemma 2.5.10. Let 0 → A1 → A2 → A3 → 0 and 0 → B1 → B2 → B3 → 0

be exact sequences of Z[G]-modules equipped with a bilinear map b : A2 × B2 →
C for some Z[G]-module C and assume further that b is trivial on A1 × B1 and

compatible with the diagonal action of G on A2 ⊗ B2, then there are well-defined

induced bilinear maps A1 × B3 → C and A3 × B1 → C and if we consider the

corresponding cup products we have δ(α)∪β = (−1)i+1α∪δ(β) where α ∈ H i(G,A3)

and β ∈ Hj(G,B3).

Proof. Let P• → Z be a projective resolution. Lift α to α′ ∈ Hom(Pi, A2) and

β to β′ ∈ Hom(Pj, B2), then δ(α) ∪ β is represented by b(dα′, β′) and α ∪ δ(β)

is represented by b(α′, dβ′). But by definition of the total differentials we find

d(b(α′, β′)) = b(dα′, β′)+(−1)ib(α′, dβ′) from which the desired equality follows.

Lemma 2.5.11. Let H < G be a subgroup and assume further that H is normal or

finite index when necessary. Then the formulas

Res(α ∪ β) = Res(α) ∪ Res(β)

Inf(α ∪ β) = Inf(α) ∪ Inf(β)

Cor(α ∪ Res(β)) = Cor(α) ∪ β

hold for all cohomology classes α, β.

Proof. All of these hold in degree 0. Now one can use 2.5.9 and dimension shifting

to deduce them in any degree. For example we will do this for Cor(α ∪ Res(β)) =

Cor(α) ∪ β. So let H < G be a finite index subgroup α ∈ H i(H,A) and β ∈
Hj(G,B), where A and B are Z[G] modules and suppose the formula has been

proven for i′ + j′ < i+ j.

If i > 0, consider the short exact sequence 0 → A → IndG1 (A) → A′ → 0

where a ∈ A maps to the function g 7→ ga in IndG1 (A). We can write this as

0→ A→ Z[G]⊗ZA→ A′ → 0 and so 0→ A⊗B → Z[G]⊗Z (A⊗B)→ A′⊗B → 0

remains exact. The Z[H]-module Z[G]⊗Z A ∼= IndG1 A has trivial cohomology since

as an Z[H] module IndG1 =
⊕

IndH1 decomposes into a direct sum over cosets and

then we can apply Shapiro’s lemma 2.4.5. Hence there is α′ such that α = δα′ and

since both Cor and Res are functorial, 2.5.9 implies

Cor(α) ∪ β = δ(Cor(α′) ∪ β) = δ(Cor(α′ ∪ Res(β))) = Cor(α ∪ Res(β)).

If j > 0, consider the analogous exact sequence 0→ B → B⊗Z[G]→ B′ → 0 which

stays exact after tensoring with A and conclude similarly with β = δβ′. The other

formulas can be proven by the same method. Alternatively see [9, Prop 3.4.10].

Lemma 2.5.12. Let G be a finite cyclic group, A a Z[G]-module and χ : G→ Q/Z
an injective homomorphism, then Hq(G,A) → Hq+2(G,A) : a 7→ a ∪ δχ is an
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isomorphism for q ≥ 1, where δ is the coboundary map in the long exact sequence

coming from the short exact sequence of trivial G-modules 0→ Z→ Q→ Q/Z→ 0.

Similarly AG/N(A)→ H2(G,A) : a 7→ a ∪ δχ is an isomorphism.

Proof. See [9, Prop 3.4.11].

2.6 Profinite Group Cohomology

Often it will be convenient to consider infinite Galois extensions. This does not

really cause us much trouble, since the Galois group of any algebraic extension is

profinite and we will show that most results about finite group cohomology extend to

profinite group cohomology by ”passing to the limit”. References for the cohomology

of profinite groups are [19, Chapter 1] and [21].

Definition 2.6.1 (Profinite group). A profinite group is a group G which is iso-

morphic to the projective limit of an inverse system of discrete finite groups Gi. We

always equip profinite groups with the limit topology.

More explicitly given an index set I and a set J ⊂ I × I such that for each

α ∈ I we have a finite group Gα with the discrete topology and for each (α, β) ∈ J
a homomorphism fαβ : Gβ → Gα such that fαβ ◦ fβγ = fαγ, we define

lim
←
Gα :=

{
(gα) ∈

∏
α∈I

Gα : fαβ(gβ) = gα

}

which is a closed subspace of the product
∏

α∈I Gα since the fαβ are continuous.

Any group of this form will be called profinite. In particular a profinite group is

compact by Tychonoff’s theorem [3, I. §9 Thm 3]. For an introduction to limits in

categories, see [24, Chapter 1.4].

Example 2.6.2. The additive group of p-adic integers Zp is profinite.

Proof. Indeed its closed subgroups are of the form pnZp and it is straightforward to

check that the map Zp → lim← Zp/pnZp ∼= lim← Z/pnZ is an isomorphism, where

the limit is with respect to the canonical maps Z/pn+1Z → Z/pnZ. Moreover this

gives Zp its standard topology.

Given any group G we can construct a profinite group Ĝ, called the profinite

completion of G by setting Ĝ := lim←G/N , where N < G runs through the normal

finite index subgroups of G. For example Ẑ is the inverse limit of all cyclic groups

and by the chinese remainder theorem Ẑ ∼=
∏

p Zp. The next lemma provides us

with the most relevant examples of profinite groups for this thesis.

Lemma 2.6.3. Let K ⊂ L be a Galois extension (of any degree), then the Galois

group G = Gal(L/K) is profinite.

20



Proof. Let K ⊂ F be a finite Galois extension contained in L. Then we have a

canonical surjective map G→ Gal(F/K) with kernel Gal(L/F ). Moreover whenever

F ⊂ F ′ are two such extensions we have a surjective map resF,F ′ : Gal(F ′/K) →
Gal(F/K). Now consider the induced map

φ : G→ lim
←

Gal(F/K),

where the limit ranges over all intermediate fields K ⊂ F ⊂ L, such that K ⊂ F is

a finite Galois extension. By definition

lim
←

Gal(F/K) =

{
(aF ) ∈

∏
F

Gal(F/K) : for all F ⊂ F ′ : resF ′,F (aF ′) = aF

}
.

We wish to show that φ is an isomorphism. Let σ ∈ G and suppose φ(σ) = e. Let

x ∈ L and K ⊂ F ⊂ L a finite Galois extension containing x. By assumption σ is

the identity on F and so σ(x) = x. As x was arbitrary we conclude σ = id. Hence

φ is injective.

To see that φ is surjective let (τF ) be an element of lim←Gal(F/K) and define

an automorphism τ of L by setting τ(x) = τF (x), where F/K is some finite Galois

extension containing x. This is well defined since any two finite Galois extensions

F, F ′/K are contained in the finite Galois extension FF ′/K and by the compatibility

conditions in the definition of projective limit we find that τF (x) = τFF ′(x) = τF ′(x).

Now if x, y ∈ L we take a finite Galois extension F/K containing both x and y

to show τ(x + y) = τ(x) + τ(y) and τ(xy) = τ(x)τ(y) so that τ is indeed an

automorphism.

Example 2.6.4. Using the classification of finite fields one finds the isomorphism

Ẑ→ Gal(Fq/Fq) which maps 1 to the Frobenius automorphism x 7→ xq.

Lemma 2.6.5. Let G be a profinite group, then every open neighbourhood of the

identity contains an open subgroup.

Proof. Let G =
{

(gα) ∈
∏

α∈I Gα : fαβ(gβ) = gα
}

for some finite groups Gα and

homomorphisms fαβ : Gβ → Gα such that fαβfβγ = fαγ. If U ⊂ G is an open

neighbourhood of the identity, then since the topology on G is induced by the

product topology, U contains an open set of the form V = π−1
1 (e) ∩ · · · ∩ π−1

k (e),

where πi : G→ Gαi
are the projections to some αi. V is an open subgroup contained

in U .

Proposition 2.6.6. A Hausdorff topological group is profinite if and only if it is

compact and every open neighbourhood of the identity contains an open subgroup.

Proof. We have seen that any profinite group has these properties, so let G be a

compact Hausdorff topological group such that every open neighbourhood of the
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identity contains an open subgroup. Consider the canonical continuous map φ :

G→ lim←G/U , where U ranges over the open normal subgroups of G with respect

to the canonical maps G/U → G/V whenever U ⊂ V . Note that the G/U are finite

since G is compact, so if we show that φ is an isomorphism of topological groups,

then we will have shown that G is profinite.

Suppose x ∈ ker(φ) such that x 6= e. Since G is Hausdorff and every open neigh-

bourhood of the identity contains an open subgroup we can find an open subgroup

V < G such that x 6∈ V . Then U =
⋂
g∈G gV g

−1 is a normal subgroup such that

x 6∈ U . gV g−1 only depends on the class of g modulo V and so U is a finite inter-

section of open sets and hence open. Thus x is not in the kernel of the restriction

G→ G/U . Absurd.

The image of φ is dense because if W ⊂ lim←G/U is open and non-empty, then

W contains a non-empty set of the form W ′ = π−1
U1

(a1)∩· · ·∩π−1
Un

(an) where πUi
is the

projection map to G/Ui and ai ∈ G/Ui. Let b ∈ W ′ and x ∈ G a representative of b

modulo U1∩· · ·∩Un, then πUi
(φ(x)) = ai for all i and so φ(x) ∈ W ′. Moreover, G is

compact and lim←G/U is Hausdorff since it is a subspace of a product of Hausdorff

spaces, so φ is a closed map. Hence φ(G) is closed and dense and so φ is surjective.

Consequently φ is an isomorphism of topological groups.

Corollary 2.6.7. A closed subgroup of a profinite group is profinite.

Definition 2.6.8. Let G be a profinite group and A a Z[G]-module, then we define

Aδ :=
⋃
U<GA

U , where the union is over all open subgroups of G. A is called a

discrete G-module if Aδ = A.

A Z[G]-module A is discrete if and only if G×A→ A : (g, a)→ ga is continuous,

where A has the discrete topology.

Lemma 2.6.9. The assignment A 7→ Aδ is a functor from the category of Z[G]-

modules to the category of discrete G-modules. It is adjoint to the forgetful functor.

Proof. Note that for any G-module A, Aδ is a submodule since the stabiliser of x+y

contains Stab(x) ∩ Stab(y). Let f : A → B be a morphism of Z[G]-modules. Let

f be the restriction of f to Aδ. If b = f(a), wih a ∈ Aδ, then there is an open

subgroup H < G such that H fixes a. Since f is a homomorphism H fixes b, too.

Consequently the image of f is contained in Bδ.

For the second statement we have to show that for all Z[G]-modules B and

discrete G-modules A, there is a natural isomorphism Hom(A,B) ∼= Hom(A,Bδ).

But by the same argument as before, the image of any homomorphism A→ B lies

in Bδ, since A is discrete.

Corollary 2.6.10. The category of discrete G-modules has enough injectives.

Proof. The category of Z[G]-modules has enough injectives. Let A be a discrete G-

module, then there is an injective Z[G]-module I and a monomorphism ι : A → I.
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Since A is discrete the image of ι is contained in Iδ. It remains to show that Iδ is

injective. This is true because for all discrete G-modules A, we have Hom(A, Iδ) =

Hom(A, I), hence the functor A 7→ Hom(A, I) is exact.

As a result we may construct the cohomology of a discrete G-module A using an

injective resolution I• of A and taking the cohomology of the complex

AG → (I0)G → (I1)G → . . .

i.e. we define Hq(G,A) as the qth right derived functor of A 7→ AG in the category of

discrete G-modules. To actually compute these cohomology groups it is very useful

to introduce the complex of continuous cochains. Let A be a discrete G-module,

then we let Cq(G,A) denote the abelian group of continuous functions Gq → A.

The groups Cq(G,A) form a complex with differentials

(df)(g1, . . . , gq) = g1f(g2, . . . , gq)

+

q−1∑
i=1

(−1)if(g1, . . . , gigi+1, . . . , gq) + (−1)qf(g1, . . . , gq−1).

We have d2 = 0 since even on non continuous cochains d2 = 0 by the same reasoning

as in 2.1.5. Denote by H̃k(G,A) the kth cohomology of the complex C•(G,A).

Lemma 2.6.11. Given a short exact sequence 0→ A
ι−→ B

π−→ C → 0 of discrete G-

modules, the induced sequence 0→ Ck(G,A)→ Ck(G,B)→ Ck(G,C)→ 0 is exact.

Moreover, these exact sequences form a short exact sequence of chain complexes.

Proof. Ck(G,A)→ Ck(G,B) is injective since ι is injective. If f ∈ Ck(G,B) maps

to 0 in Ck(G,C), then the image of f is contained in ι(A) which is homeomorphic

to A since A and B have the discrete topology. Hence f = ι ◦ f ′ for some f ′ ∈
Ck(G,A). If f ∈ Ck(G,C) fix a set B′ ⊂ B such that π|B′ is bijective, then π|B′ is

a homeomorphism because B and C have the discrete topology and f ′ = π|−1
B′ ◦ f ∈

Ck(G,B) satisfies π ◦ f ′ = f .

That these maps are maps of chain complexes, i.e. commute with the differen-

tials can be checked without difficulty by applying π and ι to the definition of the

differentials.

Similarly to the abstract case we define induced modules for discrete modules.

Definition 2.6.12. Let G be a profinite group, H < G a closed subgroup and A

a discrete H-module. Then we define IndGH(A) as the set of continuous functions

f : G→ A such that f(hg) = hf(g). We view IndGH(A) as a Z[G]-module by letting

G act by right translation.
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Lemma 2.6.13. If A is discrete, then IndGH(A) is discrete.

Proof. Let f ∈ IndGH(A), then f is locally constant since A is discrete. By compact-

ness of G, f takes finitely many values on disjoint closed and open sets U1, . . . , Un.

By 2.6.5, a basis of open sets is given by all left cosets of open subgroups of G.

Since G is compact, each Ui is compact and hence a finite union of cosets of open

subgroups of G. By intersecting these groups we find that Ui is a union of some

cosets of a single open subgroup Vi ⊂ G. In particular UiVi ⊂ Ui and so V =
⋂n
i=1 Vi

is an open subgroup of G such that UiV ⊂ Ui for all i, i.e. f is fixed by V .

Lemma 2.6.14. Let H < G be a closed subgroup of a profinite group G, A a discrete

G-module and B a discrete H-module, then HomH(A,B) = HomG(A, IndGH(B)).

Proof. Like in the abstract case, the isomorphism is induced by the map IndGH(B)→
B : f 7→ f(1). But since A is discrete it is straightforward to check that if an open

U < G fixes a, then then ψ(a)(gU) = ψ(gUa)(1) = ψ(ga)(1) = ψ(a)(g) for any

ψ : A → IndGH(B) and so ψ(a) is constant on cosets of U and in particular con-

tinuous. So HomG(A,HomH(Z[G], B)) = HomG(A, IndGH(B)) and the claim follows

from standard tensor-hom adjunction.

Proposition 2.6.15. Let G be a profinite group and A a discrete G-module, then

H̃q(G,A) = lim
→
Hq(G/U,AU),

where U ranges over the open normal subgroups of G.

Proof. Consider the canonical map ψ : lim→H
q(G/U,AU) → H̃q(G,A) induced

by the maps Hq(G/U,AU) → H̃q(G,A) : [f ] 7→ [f ◦ π], where π : G → G/U

is the quotient map. By an argument similar to the proof of 2.6.13 every cocycle

f ∈ Cq(G,A) factors through G/U for some open subgroup U and so ψ is surjective.

It remains to show that ψ is injective. Suppose that fU ∈ kerψ, then there exists

f ′U ∈ Cq−1(G,A) such that fU = df ′U . By shrinking U we can assume that f ′U ∈
Cq−1(G/U,AU) so that fU represents 0 in Hq(G/U,AH). Consequently kerψ = 0,

as desired.

Proposition 2.6.16. For all discrete G-modules M we have isomorphisms φk(M) :

H̃k(G,M) → Hk(G,M) for all k ≥ 0 such that for all short exact sequences 0 →
A→ B → C → 0 of discrete G-modules, the diagram

H̃k(G,A) H̃k(G,B) H̃k(G,C) H̃k+1(G,A)

Hk(G,A) Hk(G,B) Hk(G,C) Hk+1(G,A)

φk(A) φk(B) φk(C) φk+1(A)

24



commutes. Here the bottom row is the long exact sequence associated to the right

derived functor which can be obtained by choosing suitable injective resolutions using

the horseshoe lemma. The top row is the long exact sequence associated to the short

exact sequence of chain complexes from 2.6.11.

Proof. We will show that the functors H i(G,−) and H̃ i(G,−) are effaceable for

i > 0 and conclude that they are universal ∂-functors and hence isomorphic (see

[10, Proposition 2.2.1]). However, we will not use this terminology here and write

out everything.

We have H̃0(G,A) = H0(G,A) = AG and so we may set φ0(A) = id. Suppose

the φk are defined for some k ≥ 0, then we will define φk+1. Let A be a discrete

G-module and let B = I(A) = IndG1 (A). We show that H̃ i(G,B) = 0 for i ≥ 1. By

2.6.15 it suffices to show H i(G/U,BU) = 0 for all normal open subgroups U < G.

But BU = Ind
G/U
1 (A) and so this follows directly from 2.4.5.

A embeds into B via ι : A → B : a 7→ (g 7→ ga). Clearly quotients of discrete

G-modules are again discrete G-modules and so we have a short exact sequence

of discrete G-modules 0 → A
ι−→ B → B/ι(A) → 0 which induces the following

commutative diagram

H̃k(G,B) H̃k(G,B/ι(A)) H̃k+1(G,A) 0

Hk(G,B) Hk(G,B/ι(A)) Hk+1(G,A) Hk+1(G,B)

φk(B) φk(B/ι(A))

with exact rows. Hence this diagram already defines φk+1(A) as the injective map

induced by φk(B/ι(A)). Moreover, if 0 → A′ → A → A′′ → 0 is a short exact

sequence of discrete G-modules, then we also obtain a short exact sequence 0 →
I(A′) → I(A) → I(A′′) → 0 by 2.6.11 since I(A) = C1(G,A). This induces the

commutative diagram

0 0 0

0 A′ A A′′ 0

0 I(A′) I(A) I(A′′) 0

0 C ′ C C ′′ 0

0 0 0

with exact columns and rows by the 9-lemma which gives rise to a commutative
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diagram of chain complexes C•(G,−). Since the connecting homomorphisms are

functorial, this shows that the φk+1 commute with the connecting homomorphisms

as required.

It remains to show that φk+1 is surjective. For this let 0 → A → I → A′ → 0

be a short exact sequence of discrete G-modules, where I is injective. Then the

diagram

H̃k(G,A′) H̃k+1(G,A) H̃k+1(G, I)

Hk(G,A′) Hk+1(G,A) 0

φk(A′) φk+1(A)

shows that φk+1(A) is surjective, as required.

Now that we can compute profinite group cohomology using continuous cochains

many things follow.

Corollary 2.6.17. There are natural inflation, restriction and corestriction maps

just as in the abstract case and 2.4.14 and 2.4.11 continue to hold.

Corollary 2.6.18. If G = lim←Gi and A = lim→Aj, then there is a natural iso-

morphism Hq(G,A)→ lim→H
q(Gi, Aj).

Proof. This is true on the level of continuous cochains and similar to 2.6.15.

Corollary 2.6.19. Using this limit we can define the cup product for profinite co-

homology via the cup products on H i(G/U,AU)×Hj(G/U,BU) where U < G is an

open normal subgroup.

2.7 Galois Cohomology

Let L/K be a Galois extension, then G = Gal(L/K) is a profinite group. If A is a

discrete G-module, we write H i(L/K,A) for H i(G,A). If L is a separable closure

of K, then we write H i(K,A) for H i(L/K,A). To see that this is well-defined, let

L1, L2 be two separable closures of K. Let α : L1 → L2 be a K-isomorphism, then

Φ : Gal(L1/K)→ Gal(L2/K) : σ 7→ α◦σ◦α−1 is an isomorphism of profinite groups

and we can see a discrete Gal(L2/K)-module as a discrete Gal(L1/K) module via

this isomorphism. If A is a discrete Gal(L2/K)-module then we would hope that

H i(L1/K,A) and H i(L2/K,A) are related in a simple way and indeed we have

Lemma 2.7.1. The functorial pair (Φ, id) induces an isomorphism H i(L1/k,A)→
H i(L2/k,A) which is independent of α.

Proof. It is clear that (Φ−1, id) induces an inverse of (Φ, id), so we get an isomor-

phism H i(L1/k,A) → H i(L2/k,A). Now suppose α′ : L1 → L2 is another k-

isomorphism. Then α′ = τ ◦ α for some τ ∈ Gal(L2/K,A) and so to show indepen-

dence of α it suffices to show that conjugation by an element τ ∈ Gal(L2/K) =: G
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induces the identity map on cohomology. This is obvious in H0(G,A) = AG and

the general case follows from a straightforward dimension shifting argument.

Moreover, if L ⊂ L′, then Gal(L′/L) ⊂ Gal(L′/K) is a closed subgroup and

Gal(L/K) = Gal(L′/K)/Gal(L′/L) so we have natural maps ResLK : H i(L′/K,A)→
H i(L′/L,A) and InfL

′

L : H i(L/K,A)→ H i(L′/K,A).

Now fix a field k and a separable closure ks, then we set Gk := Gal(ks/k). The

first examples of Galois modules are the additive and multiplicative groups of ks.

Note that they are discrete Gk-modules since any element of ks is contained in a

finite Galois extension of k. Using 2.6.15 we find that H1(k, (ks)×) = 0 by Hilbert’s

Theorem 90 and Hq(k, ks) = 0 for q ≥ 1 by 2.4.6.

Proposition 2.7.2 (Kummer Theory). Let k be a field, where ` is invertible in k,

then H1(k, µ`) ∼= k×/(k×)`.

Proof. Since ` is invertible in k, every element of ks is an `th power and from

H1(k, (ks)×) = 0 and the short exact sequence 1 → µ` → (ks)×
`−→ (ks)× → 1 we

obtain the exact sequence k×
`−→ k× → H1(k, µ`) → 0, hence the desired isomor-

phism.

Corollary 2.7.3. Let k be a field containing the `th roots of unity µ`, where ` is

invertible in k and L/k a cyclic Galois extension of degree `, then there exists a

generator α ∈ L such that α` ∈ k.

Proof. Let χ : Gk → µ` be surjective with kernel GL, then χ ∈ H1(k, µ`) since Gk

acts trivially on µ`. By the definition of the coboundary map there exists a ∈ k×

such that χ(σ) = σ(α)/α for any α ∈ ks such that α` = a. As kerχ = GL we

conclude α ∈ L, moreover α is not fixed by any non-trivial element of Gal(L/k)

since χ is surjective, so α must be a generator.

Proposition 2.7.4 (Artin-Schreier Theory). Let k be a field of characteristic p,

then H1(k,Fp) ∼= k/℘(k), where ℘(x) = xp − x.

Proof. Since xp − x − a is separable for all a ∈ ks we have a short exact sequence

0→ Fp → ks
℘−→ ks → 0 and hence an exact sequence k

℘−→ k → H1(k,Fp)→ 0 since

H1(k, ks) = 0.

Corollary 2.7.5. Let k be a field of characteristic p and L/k a Galois extension of

degree p, then there is a generator α ∈ L such that αp − α ∈ k.

Proof. Similar to 2.7.3.

Next, let’s we see how these ideas can be applied to recover a classical result on

elliptic curves.
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Theorem 2.7.6 (Weak Mordell-Weil). Let E : y2 = x3 +Ax+B be an elliptic curve

defined over a number field K, then E(K)/2E(K) is finite.

Proof. The standard reference for this proof is of course [22].

Without loss of generality we may assume A,B ∈ OK . We will also, for the

moment, assume that all 2-torsion points of E are defined over K. Note that mul-

tiplication times 2 is surjective on E(Q). Hence we have an exact sequence

0→ E(Q)[2]→ E(Q)
·2−→ E(Q)→ 0.

Passing to cohomology we obtain the exact sequence

E(K)
·2−→ E(K)→ H1(K,E(Q)[2])→ H1(K,E(Q)) (1)

and hence an injective map

E(K)/2E(K)
δ−→ H1(K,E(Q)[2]).

It remains to show that the image of δ is finite. Note that we assumed E(K)[2] =

E(Q)[2]. Let χ : GK → E(K)[2] = E(Q)[2] be in the image of δ. Since GK

acts trivially on E(K)[2], χ is a continuous homomorphism. As the sequence is

exact, χ : GK → E(K)[2] is in the image of δ if and only if it is a coboundary

in H1(K,E(Q)) i.e. if and only if there is P ∈ E(Q) such that 2P ∈ E(K) and

χ(σ) = σ(P )− P .

Let L/K be the field extension generated by the coordinates of all the points

P ∈ E(Q) such that 2P ∈ K. Then
⋂
χ∈im δ kerχ = Gal(Q/L) and in particular

Gal(Q/L) is a closed normal subgroup, so L/K is Galois. We will show that L/K is

a finite extension since then the image of δ is contained in H1(Gal(L/K), E(K)[2])

which is a finite group.

For any σ ∈ Gal(L/K) we have σ2 = id. To see this extend σ to σ′ : Q → Q
and note that χ((σ′)2) = 2χ(σ′) = 0 for all χ ∈ im δ so (σ′)2 and in particular σ2

fixes L. This implies that Gal(L/K) ∼=
∏

s∈S〈σs〉 for some set S, where each σs has

order 2. By Kummer theory L is of the form L = K(
√
as : s ∈ S) for some as ∈ K

and σs acts as
√
as 7→ −

√
as.

Suppose p ⊂ OK is a prime where E has good reduction and p - 2. Then the

reduction E(K)[2] → E(OK/p) is injective by [22, VII.3.1]. Let K ⊂ L′ ⊂ L be a

finite Galois subextension, p a prime of L′ lying over p and σ in the inertia group at

p, then σ(P )−P = 0 in E(OL′/p) for all P with coefficients in L′ since σ induces the

identity onOL′/p. But as the reduction was injective this shows that σ(P )−P = 0 in

E(K) and so σ = id. This shows that the inertia group at primes of good reduction

is trivial, i.e. L′ is unramified at all such primes. Since L is generated by the L′, we

conclude that L is unramified at all such p.
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Going back to our description of L we conclude that the only prime divisors of

the as are in the finite set of primes where E has bad reduction. Hence to show that

the extensions L/K is finite we only need to show that {x ∈ K×/(K×)2 : q|x =⇒
E has bad reduction at q} is finite which follows directly from the S-unit version of

the Dirichlet unit theorem [17, Theorem 5.11].

Earlier we assumed that the 2 torsion of E is contained in E(K). We now show

that this assumption is harmless. Let K ⊂ L be a finite Galois extension such that

E(L) contains the 2 torsion, then E(L)/2E(L) is finite and we have the commutative

diagram

0 0 H1(L/K,E(L)[2])

E(K) E(K) H1(K,E(L)[2])

E(L) E(L) H1(L,E(L)[2])

·2

·2

Since H1(L/K,E(L)[2]) is finite this shows that E(K)/2E(K) is finite.

2.8 Cohomological Dimension

A major difference between the cohomology of finite groups and the cohomology of

profinite groups is that many interesting profinite groups have finite ’cohomological

dimension’. That is for large indices i, H i(G,A) = 0 for all discrete G-modules A.

Note that already cyclic groups do not have this property. The main reference for

this topic is [21]. Throughout let G be a profinite group.

Definition 2.8.1. The p-cohomological dimension of G, denoted cdp(G), is the least

n such that for all p-primary discrete G-modules A we have Hk(G,A) = 0 for all

k > n. If no such n exists, it is defined to be ∞.

Definition 2.8.2. We set cd(G) = sup cdp(G) and if k is a field, then we set

cd(k) = cd(Gk) and cdp(k) = cdp(Gk), where Gk := Gal(ks/k).

Lemma 2.8.3. If H < G is a closed subgroup, then cdp(H) ≤ cdp(G).

Proof. We have Hn(G, IndGH(A)) = Hn(H,A) for all discrete H-modules A and if A

is p-primary, then so is IndGH(A).

Lemma 2.8.4. Let H < G be a pro-p Sylow subgroup, then cdp(G) = cdp(H).

Proof. For every open normal subgroup U < G, H/(U ∩H) is a p Sylow subgroup of

G/U and so by 2.4.11, Res : Hn(G/U,AU)→ Hn(H/(U ∩H), AU) is injective for all

n. Hence Hn(G,A)→ Hn(H,A) is injective by 2.6.15. This shows cdp(G) ≤ cdp(H)

and the other inequality is satisfied by 2.8.3.
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Lemma 2.8.5. For a pro-p group G, the following are equivalent

(i) cdp(G) ≤ n

(ii) Hn+1(G,A) = 0 for all discrete p-primary G-modules A.

(iii) Hn+1(G,A) = 0 for all finite discrete p-primary G-modules A.

(iv) Hn+1(G,A) = 0 for all finite simple p-primary discrete G-modules A.

(v) Hn+1(G,Z/pZ) = 0

Proof. Clearly (i) =⇒ (v). Now assume (v) and let A be a finite simple p-primary

discrete G-module A and let U ⊂
⋂
a∈A Stab(a) be an open normal subgroup of

G. Then A is a Z[G/U ]-module. Since A is simple, either pA = A or pA = 0. If

pA = A, then A would be divisible and so either 0 or infinite. Consequently A is an

irreducible representation of the p-group G/U over Fp, i.e. an irreducible modular

representation. The only such representation is the trivial one [26, Proposition

6.2.1], so A = Z/pZ.

Suppose (iv), and let A be a finite discrete p-primary G-module A. Let A =

A = A0 ⊃ A1 ⊃ A2 ⊃ · · · ⊃ Am = 0 be a composition series of A. Then

Hn+1(G,Ai/Ai+1) = 0 for all i by assumption. From the long exact sequence in

cohomology we find that Hn+1(G,Ai+1)→ Hn+1(G,Ai) is surjective for all i and so

Hn+1(G,A) = 0.

If (iii) holds, let A be a discrete p-primary G-module. Then Hn+1(G,A′) = 0

for all finite submodules A′ ⊂ A. Since A is torsion we find A = lim→Af , where Af

runs through the finite submodules of A. Now 2.6.18 implies Hn+1(G,A) = 0.

Assume (ii) and let k ≥ 1 such that Hn+k(G,A) = 0 for all discrete p-primary

G-modules A. Then we can embed A ⊂ C = IndG1 (A) which is p-primary as

well. By Shapiro’s lemma Hq(G,C) = 0 for all q ≥ 1. Hence the coboundary

δ : Hn+k(G,C/A) → Hn+k+1(G,A) is an isomorphism and Hn+k+1(G,A) = 0. By

induction we conclude (i).

Definition 2.8.6. A free pro-p group on a set S is a free object in the category of pro-

p groups, i.e. a group F (S) with S ⊂ F (S) such that for every function f : S → G

for some pro-p group G there exists a unique homomorphism f̃ : F (S) → G such

that f̃(s) = f(s) for s ∈ S. The cardinality of S is the rank of the free pro-p group

F (S).

If a free pro-p group on S exists it is automatically unique up to unique isomor-

phism since it was defined by a universal property. We can show existence of a free

pro-p group by taking the ordinary free group K on the set S and setting

F (S) = lim
←
K/U,

30



where U runs through the finite index normal subgroups of K such that K/U is a

p-group.

Lemma 2.8.7. Let G be a free pro-p group of rank ≥ 1, then cdp(G) = cd(G) = 1

Proof. Since G is a pro-p group we have cd(G) = cdp(G) by 2.8.4. Since the

rank is ≥ 1 there exists a non-trivial continuous homomorphism G → Z/pZ, i.e.

H1(G,Z/pZ) 6= 0 and cdp(G) ≥ 1.

For cdp(G) ≤ 1 we show that H2(G,Z/pZ) = 0. It turns out that in abstract

cohomology there is a bijection between H2(G,A) and classes of group extensions

1 → A → E → G → 1 such that the G-action on A induced by conjugation in E

agrees with the action on A as a Z[G]-module [20, VII. §3]. Here two extensions are

equivalent if there exists a commutative diagram

1 A E G 1

1 A E ′ G 1

1 1

The correspondence comes from the following construction. Given the extension

1 → A → E → G → 1 we choose a for each g ∈ G a representative s(g) ∈ E,

i.e. s : G → E is a set-theoretic section. Then s(g)s(g′)A = s(gg′)A and so there

exists a function f : G2 → A such that s(g)s(g′) = f(g, g′)s(gg′) and conversely

given f one can construct a multiplication on E in this way. The associativity of

multiplication in E then shows that f satisfies the cocycle condition and so defines

an element in H2(G,A). We don’t need the whole correspondence but the proof idea

is based on this concept. When G is a free group, then any surjective map E → G

admits a section G → E which will then show that the corresponding cocycle is a

coboundary.

So let f ∈ C2(G,Z/pZ) be a continuous cocycle and let E = Z/pZ × G as a

topological space, where Z/pZ has the discrete topology and G the profinite topol-

ogy. We define a group structure on E using f . If (a, g), (a′, g′) ∈ E, then we set

(a, g)(a′, g′) = (a+ ga′ + f(g, g′), gg′). Since f satisfies

gf(g′, g′′) + f(g, g′g′′) = f(gg′, g′′) + f(g, g′)

this operation is associative. Setting g′ = g′′ = 1 we find gf(1, 1) = f(g, 1) for all

g ∈ G and so (a, g)(−f(1, 1), 1) = (a, g) for all (a, g) ∈ E and (−f(1, 1), 1) is a

right identity element. Finally, one can verify that a right inverse of (a, g) is given

by (−g−1f(1, 1) − g−1a − g−1f(g, g−1), g−1) and consequently E is a group. Since

f is continuous E even has the structure of a compact topological group and the

projection E → G is a surjective continuous group homomorphism. Using 2.6.6 we

verify that E is a profinite group. Let V ⊂ E be an open neighbourhood of the

identity, then V contains a set of the form {−f(1, 1)} × U , where U ⊂ G is an
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open neighbourhood of the identity. G is profinite and so there is an open subgroup

H < G such that {−f(1, 1)} ×H ⊂ E. However, this might not be a subgroup of

E. But if we can construct an open subgroup M < G such that {−f(1, 1)} ×M is

a subgroup of E, then we can intersect M with H to find the desired subgroup of

E. To find M , consider the open set S = {(g, g′) : f(g, g′) = gf(1, 1) ∧ f(1, 1) =

g−1f(g, g−1)} ⊂ G × G. Since G is profinite and (1, 1) ∈ S, there exists an open

subgroup M < G such that M ×M ⊂ S. Now if g, g′ ∈M , then

(−f(1, 1), g)(−f(1, 1), g′) = (−f(1, 1)− gf(1, 1) + f(g, g′), gg′) = (−f(1, 1), gg′)

and

(−f(1, 1), g)−1 = (−g−1f(1, 1) + g−1f(1, 1)− g−1f(g, g−1), g−1) = (−f(1, 1), g−1),

thus {−f(1, 1)} ×M ⊂ E is a subgroup. Hence E is profinite and in particular a

pro-p group. Now since G is free, there exists a continuous section σ : G→ E which

is also a homomorphism. If we write σ(g) = (−h(g), g), then this implies

(−h(gg′), gg′) = (−h(g), g)(−h(g′), g′) = (−h(g) +−gh(g′) + f(g, g′), gg′)

and so f(g, g′) = gh(g′)− h(gg′) + h(g) is a coboundary as desired.

Corollary 2.8.8. cd(Ẑ) = 1.

Proof. Since Ẑ =
∏

p Zp, the pro-p sylow subgroup of Ẑ is Zp. This is a free pro-p

group of rank 1: Let G = limGi be a pro-p group and x ∈ G, then for each i we

have a map Zp → Gi such that 1 7→ x since the Gi are p-groups and so the order

of x is a power of p in Gi. These maps are easily seen to be compatible and hence

there is a continuous map Zp → G such that 1 7→ x. This map is unique since Z is

dense in Zp. We conclude that cd(Ẑ) = 1 by 2.8.4 and 2.8.7.

Corollary 2.8.9. For any perfect field k such that Gk
∼= Ẑ we have H2(k, k

×
) = 0.

Proof. Since cd(k) = 1 we immediately find that H2(k, µ`) = H3(k, µ`) = 0, where

µ` is the group of `th roots of unity contained in ks. But from the long exact

sequence associated to 1 → µ` → k
× `−→ k

× → 1 we conclude that multiplication

by ` is an isomorphism on H2(k, k
×

). But since H2(k, k
×

) = lim→H
2(L/k, Ls) is a

torsion module we must have H2(k, k
×

) = 0.

The point of this corollary is that H2(k, k
×

) has another interpretation which

classifies division algebras over k whose center is k as we see later. Now this means

that over any field such that cd(k) = 1 there are no non-trivial such division algebras.

For example finite fields have absolute Galois group Ẑ and so we can directly show

that every finite division algebra is commutative. This can of course also be proven
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elementarily. But there are also stranger fields with absolute Galois group Ẑ. For

example let k be algebraically closed of characteristic 0, then one can show that

all finite extensions of k((t)) are ramified and using ramification theory one can

show that these are all cyclic. Hence the algebraic closure of k((t)) is the union⋃
n≥1 k((t1/n)) [20, IV. Prop 8]. From this it follows that the absolute Galois group

of k((t)) is Ẑ and so there are no division algebras over k((t)) with center k((t)).

Indeed every division algebra D over k((t)) is commutative since its center is a finite

extension L/k((t)) whose Galois group is a closed subgroup of Ẑ. Hence cd(L) ≤ 1

by 2.8.3 and D = L.

The ideas in lemma 2.8.7 can in fact be taken quite a bit further to show that

there is an equivalence between cd(G) ≤ 1 and G being a free pro-p group. More

precisely, this can be used to show

Theorem 2.8.10. Let G be a pro-p group, then n(G) = dimFp H
1(G,Z/pZ) is the

minimal number of generators needed to generate G as a pro-p group and r(G) =

dimFp H
2(G,Z/pZ) is the minimal number of relations between those generators

needed to describe G.

Proof. See [21, I. 4.2-4.3].

3 Nonabelian Cohomology

One of the strengths of Galois Cohomology is that there are many different interpre-

tations of the group H1(G,A). In this section we will see more such interpretations

which don’t even require A to be abelian. Our exposition is based on [21, I. §5 ],

[9, Chapter 2] and [7]. When trying to define Hq(G,A) for nonabelian groups A

on which G acts by automorphisms, one runs into the difficulty that in general the

coboundaries don’t form a normal subgroup or not even a group! However, we can

still define H0(G,A) as AG which agrees with the abelian case and is a group. For

H1(G,A) we define

Definition 3.0.1. Let A be a group on which G acts by automorphisms. Then we

define the pointed set (not group!)

H1(G,A) = {f : G→ A : f(gh) = f(g)g(f(h))}/ ∼,

where f ∼ f ′ if and only if there is a ∈ A such that f(g) = a−1f ′(g)g(a) for all

g ∈ G. The distinguished element is the class of elements of the form a−1g(a),

a ∈ A.

If A is abelian this reduces to our old definition using inhomogeneous cochains.

We will not attempt to define higher nonabelian cohomology groups. In the previous
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definition one has to check that fa(g) = a−1g(a) satisfies the cocycle condition and

that fa and fb are equivalent for all a, b ∈ A. This follows from

fa(gh) = a−1gh(a) = a−1g(a)g(a−1)gh(a) = fa(g)g(fa(h))

and

fa(g) = a−1g(a) = (b−1a)−1b−1g(b)g(b−1a) = (b−1a)−1fb(g)g(b−1a).

With these definitions we still have

Lemma 3.0.2. Let 1→ A→ B → C → 1 be a short exact sequence of groups with

compatible G-actions. Then we have an exact sequence in cohomology

1→ AG → BG → CG δ−→ H1(G,A)→ H1(G,B)→ H1(G,C).

Proof. The interesting part is the map δ : CG → H1(G,A). It is defined as follows.

Denote the maps in the original sequence by π : B → C and ι : A→ B. Let c ∈ CG,

then there is b ∈ B such that π(b) = c and fb(g) = b−1g(b) is a priori an element

of H1(G,B). But in fact we have that π(fb(g)) = π(b)−1π(g(b))−1 = c−1g(c) = 1

since c ∈ CG. By the exactness of the original sequence we have fb(g) ∈ A, i.e.

fb ∈ H1(G,A). fb does not depend on the choice of b. Let b, b′ ∈ B such that

π(b) = π(b′), then fb′(g) = (b−1b′)−1fb(g)g(b−1b′) and b−1b′ ∈ ker(π) = A, hence

fb′ ∼ fb. Thus it makes sense to define δc := fb for any lift b of c.

An element c is in the kernel of δ if and only if there exists b ∈ B and a ∈ A
such that π(b) = c and b−1g(b) = a−1g(a) for all g ∈ G, i.e. ba−1 ∈ BG. Since

π(ba−1) = c this is true if and only if there is a lift b ∈ BG of c, i.e. if c ∈ π(BG).

If f ∈ H1(G,A) is in the image of δ, then by definition it is trivial in H1(G,B).

On the other hand if f ∈ H1(G,A) becomes trivial in H1(G,B) then there exists

b ∈ B such that f(g) = b−1g(b) and hence 1 = π(f(g)) = c−1g(c) where c = π(b).

Hence c ∈ CG and f = δc. Exactness at the other points in the sequence is easily

verified.

Of course if G is profinite and acts continuously on A with the discrete topology,

then we can define H1(G,A) with continuous cocycles or equivalently as the limit

lim→H
1(G/U,AU). Moreover, the previous lemma still holds when G is profinite

and if G = Gal(L/K) is a Galois group we write H1(L/K,A) for H1(G,A).

3.1 Galois Descent

Let us now introduce the main example of nonabelian cohomology. Throughout

we fix a finite Galois extension L/K. The question is whether two objects which

are isomorphic over L are also isomorphic over K, i.e. if we can descend from an

isomorphism over L to an isomorphism over K. This is a very imprecise formulation
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so here an example. Consider the extension C/R, then any two quadratic forms on

a real vector space V become isomorphic on V ⊗R C and so the answer is clearly

no since x2 − y2 and x2 + y2 are not isomorphic over R. But using cohomology

we can precisely determine when the answer is no and even classify all objects Y

over K which become isomorphic to a fixed object X over L. This is a key idea in

the study of central simple algebras and in particular in proving the cohomological

interpretation of the Brauer group.

To formalise this we need to make a few conventions. Our approach is slightly

more general than the one in [9, Chapter 2] but the ideas are basically the same.

Let CL be a category whose objects are L-vector spaces with additional structure

and such that every morphism is also a linear map. Moreover, we assume that CL

is a subcategory of another category CK which consists of K-vector spaces with

additional structure and there is a ’base-change’ functor F : CK → CL. We make

the following assumptions:

(A) A morphism in CL is an isomorphism if and only if it is bijective on the under-

lying vector space.

(B) For every object A in CL and finite group of automorphisms H, there exists a

fixed object AH , i.e. an object B with a morphism ι : B → A such that for all

morphisms f : C → A such that h ◦ f = f for all h ∈ H there exists a unique

f̃ : C → B such that ι ◦ f̃ = f .

(C) On the level of vector spaces, F (V ) = V ⊗K L.

(D) For every object Y of CK there exists an action of G = Gal(L/K) on F (Y )

such that F (Y )G ∼= Y in CK .

(E) For any objects A in CK and B in CL and CK-morphism f : A→ B there exists

a unique CL-morphism f : F (A)→ B which extends f .

Now we can formulate Galois Descent in the category CL.

Theorem 3.1.1 (Galois Descent). Fix an object X ∈ CK, then the set 1 of isomor-

phism classes of objects Y ∈ CK such that F (Y ) ∼= F (X) is in bijective correspon-

dence with H1(L/K,Aut(F (X))), where G acts on Aut(F (X)) by conjugation and

the class of X maps to the trivial class in H1(G,Aut(F (X))).

Example 3.1.2. Let CL be the category of L-vector spaces sitting inside the category

CK of K-vector spaces. Let F (V ) = V ⊗K L, where G acts on the right factor, then

the conditions (A) − (E) are satisfied. If V = Kd, then Aut(F (V )) = GLd(L) and

any vector space W such that W ⊗L ∼= V ⊗L has the same dimension as V and so

H1(G,GLd(L)) = 1. For d = 1, this gives another proof of Hilbert’s Theorem 90.

1We assume the category to be sufficiently nice such that this is a set.
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Example 3.1.3. Suppose charK 6= 2 and let CK be the category of K-vector spaces

with a quadratic form and CL the category of L-vector spaces with a quadratic form.

Then the orthogonal group Od(L) is the group of automorphisms of (Ld, x2
1 +· · ·+x2

d)

and so H1(G,Od(L)) classifies quadratic forms over K which are isomorphic to

x2
1 + · · ·+ x2

d over L.

Example 3.1.4. Let CL be the category of smooth projective geometrically irre-

ducible curves over L and CK the category of smooth projective geometrically irre-

ducible curves over K. By switching to the isomorphic categories of function fields

we can apply Galois Descent and so for example H1(G,PGL2(L)) classifies the

curves which become isomorphic to P1 over L.

Before we go into the proof we need some preliminaries.

Definition 3.1.5. Let A be a group. A torsor for A is a nonempty set X such that

A acts freely and transitively on the right on X.

One can think of a torsor as a shadow of the group which forgot the identity

element. In particular A itself is a torsor for A. It turns out to be useful to study

these to get a better understanding of H1 and in particular to prove Galois Descent.

Definition 3.1.6. Let G be a group and A a group equipped with an action of G by

automorphisms. Then a G-torsor for A is a torsor X for A such that the actions

are compatible, i.e. for all a ∈ A, g ∈ G, x ∈ X we have

g(x · a) = g(x) · g(a).

Two G-torsors X, Y for A are isomorphic if there exists a bijection φ : X → Y such

that φ(g(x)) = g(φ(x)) and φ(x · a) = φ(x) · a for all g ∈ G and a ∈ A.

Lemma 3.1.7. Let G be a group and A be a group equipped with an action of G by

automorphisms. Then H1(G,A) is in bijection with the set of isomorphism classes

of G-torsors for A and the base point is sent to A.

A torsor X with base point x is mapped to the class of the cocycle f : G → A,

satisfying g(x) = x · f(g) and a cocycle f is mapped to the torsor with set X = A

and group action g ∗ x = f(g)g(x).

Proof. Let X be a G-torsor for A. By definition X is nonempty so we may pick

x ∈ X. Since A acts freely and transitively, there is a function fx : G → A such

that g(x) = x · fx(g) for all g ∈ G. This is a cocycle since

x · f(gh) = g(h(x)) = g(x · f(h)) = g(x) · g(f(h)) = x · f(g)g(f(h)).

Further the class of fx ∈ H1(G,A) does not depend on the choice of x. To see

this consider x, y ∈ X, then there exists a ∈ A such that y = x · a because A, by
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definition, acts transitively on X. But now for any g ∈ G

y · fy(g) = g(y) = g(x · a) = g(x) · g(a) = x · fx(g)g(a) = y · a−1fx(g)g(a),

so fx ∼ fy. We denote the class of this cocycle by φ(X).

Conversely if f ∈ H1(G,A), then we can define a G-torsor by taking the set

X = A with the action of A being right multiplication. We define the action of

G by g ∗ x = f(g)g(x) for all g ∈ G and x ∈ X. This is a group action since for

g, h ∈ G and x ∈ X

gh ∗ x = f(gh)gh(x) = f(g)g(f(h)h(x)) = f(g)g(h ∗ x) = g ∗ (h ∗ x)

and f(e) = f(ee) = f(e)f(e) implies that f(e) = e, hence e ∗ x = x. This action is

compatible with the action of A since for g ∈ G, x ∈ X, a ∈ A we have

g ∗ (x · a) = g ∗ (xa) = f(g)g(xa) = (g ∗ x)g(a).

We denote this torsor by ψ(f). It is clear that ψ sends the trivial class, i.e. the class

of the constant cocycle g 7→ e to the torsor A.

It remains to show that φ and ψ are inverse to each other. So let f ∈ H1(G,A)

and f ′ = φ(ψ(f)), then by definition we have f ′(g) = ef ′(g) = g ∗ e = f(g)e = f(g).

Let X be a G-torsor for A and fix x ∈ X, then we have a bijection α : X → ψ(φ(X))

given by α(x · a) = a. α is an isomorphism since if y = x · b ∈ X and a ∈ A, then

α(y · a) = α(x)ba = α(y)a. Moreover for all g ∈ G and a ∈ A one has

α(g(x · a)) = α(x · af(g)) = af(g) = g(α(x · a)).

Proof of Galois Descent. Suppose Y is an object of CK such that F (Y ) ∼= F (X) in

CL. Then A = Aut(F (X)) acts transitively and freely on the set of isomorphisms

F (X) → F (Y ) by composition on the right. Further we have a compatible G-

action on the set of isomorphisms F (X)→ F (Y ) by conjugation. More precisely, if

α : F (Y )→ F (X) is an isomorphism, φ ∈ A and σ ∈ G, we have σ ◦ α ◦ φ ◦ σ−1 =

σ ◦α◦σ−1 ◦σ ◦φ◦σ−1. Hence every object in CK that becomes isomorphic to F (X)

in CL gives rise to a G-torsor for A.

On the other hand given a G-torsor for A we can take a corresponding cocycle

f ∈ H1(G,A) and attach to it an object Y of CK as follows. Define a new G-

action on F (X) by letting g act by f(g) ◦ g. This is a group action thanks to the

cocycle condition as in the proof of 3.1.7. Now let Y be the fixed object under this

group action whose existence is guaranteed by (B). Moreover if f ′(g) = a−1f(g)ag is

another cocycle representing the same class as f(g) ∈ H1(G,A), then a−1f(g)ga =

f ′(g)g and so a defines an isomorphism between Y ′ and Y , where Y ′ is the object

associated to f ′. Hence the construction doesn’t depend on the choice of cocycle.
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We wish to show that F (Y ) ∼= F (X). We already have a canonical map Y → F (X)

since Y is the fixed object of some group action. By (E) this extends to a unique

L-linear map α : F (Y )→ F (X).

The rest of the proof uses the method from [7]. Consider the vector space

U = F (X)/F (Y ). It has a G-action induced by the modified G-action on F (X).

Let v ∈ F (X) and denote by v its class in the quotient U . Define the trace Tr(v) =∑
g ∗ v ∈ Y . So Tr maps U to 0. Let v ∈ U , then for a ∈ L× we have

Tr(av) =
∑
g∈G

g(a)(g ∗ v) = 0.

But the functions a 7→ g(a) are L-linearly independent by Lemma 2.2.1. Hence

g ∗ v = 0 for all g ∈ G and in particular v = 0. Thus α is surjective.

Next we show that it is injective. Let v1, . . . , vd be a K-basis of Y , then

α(v1), . . . , α(vd) is K-linearly independent in F (X) and by (C) it suffices to show

that it is L-linearly independent as well. Suppose it isn’t, then we may take a min-

imal relation
∑k

i=1 λiα(vi) = 0 and without loss of generality we assume λ1 = 1.

Since the vi are G-invariant (under the modified action) we get another relation∑k
i=1 σ(λi)α(vi) for every σ ∈ G But since the vi are K-linearly independent there

exists σ such that σ(λj) 6= λj for some j. Subtracting the new relation with such

a σ gives a strictly shorter non-trivial relation since 1 − σ(1) = 0. Contradiction.

Finally α is bijective and (A) implies F (X) ∼= F (Y ).

It remains to prove that these constructions are inverse to each other. If we start

with an object Y such that there is an isomorphism α : F (X) → F (Y ), then the

associated cocycle is f(σ) = α−1 ◦ ασ since this is the unique automorphism such

that ασ = α ◦ f(σ). Then f(σ) ◦ σ = α−1 ◦ σ ◦ α and so α defines an isomorphism

between the fixed points of f(σ) ◦ σ and the fixed points of σ, i.e. between Y ′ and

Y , where Y ′ is the object associated to f and using (D) we find that the object

associated to f is isomorphic to F (Y )G = Y .

If we start with a cocycle f , we get an object Y and an isomorphism α−1 :

F (Y ) → F (X) induced by the inclusion Y → F (X). The cocycle we get back is

g(σ) = α−1◦σ◦α◦σ−1. Suppose x ∈ F (X) such that x = λy with λ ∈ L and y ∈ Y ,

then α(λy) = λ⊗y and so (α−1◦σ◦α)(λy) = σ(λ)y = σ(λ)f(σ)σ(y) = f(σ)(σ(λy)).

Since F (X) is spanned by Y over L we find that α−1 ◦ σ ◦ α = f(σ) ◦ σ and f = g

as required.

3.2 Principal Homogeneous Spaces

This section treats a special class of Torsors called principal homogeneous spaces.

Definition 3.2.1. Let A be an algebraic group defined over k. A variety V defined

over k together with a free and transitive (right) action of A on V by morphisms is
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called a principal homogeneous space for A over k if the map V × V → A sending

(v, w) to the element a ∈ A such that va = w is a k-morphism, which we will denote

by v−1w. Two principal homogeneous spaces V, V ′ for A over k are isomorphic if

there is a k-isomorphism φ : V → V ′ such that φ(v)a = φ(va) for all v ∈ V and

a ∈ A.

In particular we treat the special case when A is an elliptic curve E over k, i.e.

a smooth projective irreducible curve of genus 1 which has a k-point and which has

defining equations with coefficients in k. Any principal homogeneous space V for E

is isomorphic to E over k since the map a 7→ av0 for some v0 ∈ V is an isomorphism

with inverse v 7→ v−1
0 v.

Proposition 3.2.2. Let K/k be a finite Galois extension. The set of isomorphism

classes of principal homogeneous spaces for E over k which have a K-point is in

bijective correspondence with H1(K/k,EK), where the trivial class corresponds to

those spaces which have a k-point.

Proof. If V is a principal homogeneous space for E which has a K-point v0, then

V → E : v 7→ v−1
0 v is an isomorphism defined over K. So V has a K-point if

and only if it becomes isomorphic to E over K. Moreover the automorphisms of E

as an principal homogeneous space are just translation by some point and so the

group of automorphisms defined over K is just EK . It remains to check that the

conditions for Galois Descent are satisfied. But the category of smooth irreducible

projective curves is isomorphic to the category of the corresponding function fields

and so this is easily verified. The proof in [22, X.2. Theorem 2.2] uses the same idea

but basically reproves Galois Descent for curves.

Example 3.2.3. Let E be the elliptic curve over Q defined by x3 + y3 + 60z3 = 0

with origin [1,−1, 0] and let V be the projective cubic defined by 3x3 +4y3 +5z3 = 0,

then V is a principal homogeneous space for E over Q.

Proof. Let K = Q(e2πi/3, 31/3, 41/3) and consider the K-isomorphism

α : V → E : [x, y, z] 7→ [31/3x, 41/3y, 12−1/3z],

then E acts on V by (v, a) 7→ α−1(α(v) + a). Thus V is already a princi-

pal homogeneous space for E over K. We just have to show that it is also a

principal homogeneous space over Q, i.e. that the map V × V → E : (v, w) 7→
α(v) − α(w) is defined over Q. Let σ ∈ Gal(K/Q). Since addition on E is de-

fined over Q we only need that ασ(v) − ασ(w) = α(v) − α(w) for all v, w ∈ V or

equivalently that ασ(α−1(P )) − P is constant for P ∈ E. If P = [x, y, z], then

ασ(α−1(P )) = [ω1x, ω2y, (ω1ω2)−1z], where σ(31/3) = ω131/3 and σ(41/3) = ω241/3.

For P = [1,−1, 0] we get ασ(α−1(P )) − P = [ω1,−ω2, 0], so we need to check that
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ασ(α−1(P )) − P = [ω1,−ω2, 0] for all P ∈ E. Since [−1, 1, 0] is a point of inflex-

ion suffices to show that P, [ω1,−ω2, 0] and −ασ(α−1(P )) are collinear and using

that −[x, y, z] = [y, x, z] on E we are left with showing that [x, y, z], [ω1,−ω2, 0] and

[ω2y, ω1x, (ω1ω2)−1z] are collinear but this follows from the easily verifiable fact that

det

 x y z

ω2y ω1x (ω1ω2)−1z

ω1 −ω2 0

 = 0.

Corollary 3.2.4. Keeping the notation from 3.2.3, V has no rational points.

Proof. By 3.2.2, V has no rational points if and only if V does not correspond

to the trivial class in H1(K/Q, EK). Let v = [41/3,−31/3, 0] ∈ V , then we need

to show that there is no P ∈ EK such that α(σ(v)) − α(v) = σ(P ) − P for all

σ ∈ Gal(K/Q). We do this by contradiction. Suppose there was such a P ∈ EK .

Let σ ∈ Gal(K/Q) and ω1 = σ(31/3)3−1/3, ω2 = σ(41/3)4−1/3. Then α(σ(v))−α(v) =

[ω2,−ω1, 0] − [1,−1, 0] = [ω2,−ω1, 0]. Recall that if the origin of an elliptic curve

is a point of inflexion then 3 points add to 0 if and only if they are collinear. The

line ω1X + ω2Y = 0 intersects E in [ω2,−ω1, 0] only and so 3[ω2,−ω1, 0] = 0, hence

σ(3P ) = 3P for all σ ∈ Gal(K/Q). Using sage one can check that EQ = 0 and so

3P = 0. Moreover, E is isomorphic to the elliptic curve given by y2 + 2xy + 20y =

x3 − x2 − 20x − 400/3 and its third division polynomial is 3x4 − 400x. Note that

if σ ∈ Gal(K/Q) fixes (3/4)1/3, then [ω2,−ω1, 0] = [1,−1, 0] and so σ(P ) = P .

As a result P ∈ EF , where F = Q((3/4)1/3). If P = (x, y), then 3P implies

3x4 − 400x = 0 and since 400/3 = 4/3 · 100 is not a cube in F we must have x = 0

and y2 + 20y + 400/3 = 0, but then y 6∈ R and F ⊂ R which is a contradiction.

In general one can similarly show that ax3 + by3 + cz3 = 0 is a principal ho-

mogeneous space for the elliptic curve x3 + y3 + abcz3 = 0 and one can check

whether ax3 + by3 + cz3 = 0 has a rational point by computing with the elliptic

curve x3 + y3 + abcz3 = 0. By first treating the cases p = 3, 4, 5 and then using that

at least one of 3, 5, 15, 45 must be a cube mod another prime p one can show that

3x3 + 4y3 + 5z3 = 0 has a point in all completions of Q. This method was given

as an exercise in the Elliptic Curves Course taught at Imperial College London by

Toby Gee this year.

Hence the curve 3x3 + 4y3 + 5z3 = 0 gives a non-trivial element of the Tate-

Shafarevic group X(E/Q)[3], where E is the elliptic curve x3 + y3 + 60z3 = 0. For

an infinite family of elliptic curves with X(E/Q)[2] 6= 0, see [22, X.6.5] which says

that for a prime p ≡ 1 (mod 8) such that 2 is not a 4th power mod p, the equations

w2 = 1 + 4pz4, w2 + 2 = 2pz4, w2 + 2pz4 = 2 have solutions in all completions of Q
but not in Q and X(E/Q)[2] ∼= (Z/2Z)2, where E is the elliptic curve y2 = x3 +px.

The definition of principal homogeneous space worked for a general algebraic
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group and indeed we still have

Proposition 3.2.5. Let K/k be a finite Galois extension and A an algebraic group

over k. The set of isomorphism classes of principal homogeneous spaces for A over

k which have a K-point is in bijective correspondence with H1(K/k,AK).

However, the proof is more complicated since we cannot just move to the category

of function fields anymore. It relies on Weil’s descent criterion [27, Theorem 3] and

can be found in [14, Proposition 4].

4 Central Simple Algebras

Throughout this section fix a perfect2 field k and an algebraic closure k. Quite

surprisingly central simple algebras are intimately connected to Galois Cohomology

and Class Field Theory. The book [9] studies this connection in great detail and we

put together some of them in this section.

Definition 4.0.1. A central simple algebra (c.s.a.) over k is a ring with unity A

containing k such that the center of A is k, A is a finite dimensional vector space

over k and A contains no proper two-sided ideals.

Example 4.0.2. Any division algebra is a central simple algebra over its center.

Example 4.0.3. For a, b ∈ k we may define the quaternion algebra Q(a, b)k by

adjoining elements i, j to k satisfying the relations

i2 = a, j2 = b, ij = −ji.

More explicitly we can take i =

(
0 a

1 0

)
and j =

(√
b 0

0 −
√
b

)
and see Q(a, b)k as

a subalgebra of M2(k(
√
b)).

Lemma 4.0.4. For each n ≥ 1, the matrix algebra Mn(k) ∼= Endk(k
n) is a central

simple algebra over k and we have Mn(k)⊗k Mm(k) ∼= Mnm(k).

Proof. The center of Mn(k) is k and any if I is a non-zero two-sided ideal, then it

contains some non-zero A ∈ I with coefficients aij. Then there exist indices (i, j)

such that aij 6= 0. Let Eij be the matrix whose coefficients are all 0 except for the

(i, j) entry which is 1, then aijEij = EjiAEij ∈ I and so Eij ∈ I. By multiplying

with permutation matrices we get that Eij ∈ I for all i, j and so I = Mn(k).

The second statement basically boils down to block matrix multiplication.

2This assumption is only for simplicity and in [9, Chapter 4] the results are proven in the general
case as well.
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Theorem 4.0.5 (Wedderburn). For any central simple algebra A over k, there exists

a unique division algebra D ⊃ k and an integer n such that

A ∼= Mn(D).

Proof. Not given, see [9, Chapter 2] for a proof.

Corollary 4.0.6. Let A be a central simple algebra over k, then there exists a finite

field extension k ⊂ L such that A⊗kL ∼= Mn(L). One says that L splits A. Moreover

the dimension of A over k is a square.

Proof. Note that A⊗k is a central simple algebra over k. By Wedderburn’s theorem

there is a finite dimensional division algebra D ⊃ k such that A⊗k ∼= Mn(D). Every

element x ∈ D defines a finite extension k ⊂ k(x) and hence x ∈ k and D = k. Let

φ : A⊗ k →Mn(k) be an isomorphism. Let e1, . . . , em be a k-basis of A. Note that

this is a k-basis of A⊗ k ∼= Mn(k) and hence m = n2.

Let L ⊃ k be the field extension obtained by adjoining all the coefficients of the

matrices φ(e1⊗1), . . . , φ(em⊗1) to k. This is a finite field extension of k and viewing

A ⊗ L as a subring of A ⊗ k we have φ(A ⊗ L) ⊂ Mn(L). Since φ is injective and

dimL(A⊗ L) = m = n2 = dimLMn(L) we conclude that φ defines an isomorphism

A⊗ L→Mn(L).

Lemma 4.0.7. A k-algebra A is a central simple algebra if and only if there exists

a finite field extension k ⊂ L such that L splits A.

Proof. By the previous corollary it remains to show that if k ⊂ L is finite field

extension such that L splits A, then A is central simple over k. Suppose I ⊂ A is a

two-sided ideal, then I ⊗L is a two-sided ideal of A⊗L and hence either I ⊗L = 0

or I ⊗ L = A ⊗ L. For dimension reasons we have I = 0 or I = A. Now suppose

z ∈ A is in the center of A, then z ⊗ 1 central in A ⊗ L. Hence z ⊗ 1 = 1 ⊗ y for

some y ∈ L, but this implies z = y ∈ k.

Corollary 4.0.8. If A, B are central simple algebras over k, then A⊗kB is central

simple over k and if L splits A and B, then it also splits A⊗k B.

Proof. Let k ⊂ L be a finite extension which splits both A and B, then L splits

A⊗k B because

A⊗k B ⊗k L ∼= A⊗k Mm(L) ∼= A⊗ L⊗Mm(k) ∼= Mn(L)⊗Mm(k) ∼= Mnm(L),

for some integers n,m ≥ 1, where we used the isomorphism from 4.0.4. Consequently

A⊗k B is a central simple algebra by 4.0.7.

When we study the Brauer group we will apply Galois Descent to classify which

algebras are split by L. To do so we need to know the automorphisms of Mn(L) and
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from those we can also immediately find the automorphisms of any central simple

algebra.

Lemma 4.0.9. Let L be a field, then PGLn(L)→ AutK(Mn(L)) : a 7→ (x 7→ axa−1)

is an isomorphism.

Proof. This is done in [9, Corollary 2.4.2].

Theorem 4.0.10 (Skolem-Noether). Let A be a central simple algebra over k, then

all k-automorphisms of A are inner.

Proof. This is [9, thm 2.7.2]. By 4.0.7 there is a finite extension k ⊂ L, which we

may assume to be Galois since k is perfect, such that A ⊗k L ∼= Mn(L) for some

n ≥ 1. By the lemma all L-automorphisms of A⊗k L are inner and we have a short

exact sequence

1→ L× → (A⊗ L)× → AutL(A⊗k L)→ 1.

Passing to (nonabelian) cohomology we obtain the exact sequence

k× → A× → Autk(A)→ H1(L/k, L×)

and by Hilbert’s Theorem 90 we conclude that the map A× → Autk(A) is surjective,

i.e. every k-automorphism of A is inner.

4.1 The Brauer Group

Now we can construct the Brauer group attached to the field k. It gives a group

structure on equivalence classes of central simple algebras under a certain equivalence

relation. Later we will see that it also appears as a Galois Cohomology group. It

is an important invariant of the field k and satisfies a local-global principle which

generalises the classical Hasse principle.

Definition 4.1.1 (Brauer Equivalence). Two central simple algebras A,B over k

are called Brauer equivalent (over k) if there exist integers n,m ≥ 1 such that

A⊗k Mn(k) ∼= B ⊗k Mm(k).

Let Br(k) denote the set3 of Brauer equivalence classes of all central simple algebras.

Using Lemma 4.0.4 it is straightforward to check that Brauer equivalence is

indeed an equivalence relation on isomorphism classes of central simple algebras.

3This is indeed a set as every central simple algebra over k is in particular a finite dimensional
vector space over k and so isomorphism classes of algebras of dimension n can be identified with
functions m : kn × kn → kn, satisfying the k-algebra axioms for multiplication.
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Definition 4.1.2 (Opposite Ring). Let A be a ring, then the opposite ring Aop

consists of the same set and the same addition just multiplication is given by x·opy =

y · x, where · is the product on A.

Theorem 4.1.3. The set Br(k) with the operation ⊗k is an abelian group, with

inverse of the class of a central simple algebra A being the class of the opposite

algebra Aop.

Proof. The operation ⊗k is commutative and associative and by definition of Brauer

equivalence the class of M1(k) is a neutral element for ⊗k. Thus we need to check

that ⊗k respects Brauer equivalence and that Aop is indeed the inverse of A. So let

A,A′, B,B′ be central simple algebras over k and n,m, r, s ≥ 1 such that

A⊗k Mn(k) ∼= A′ ⊗k Mm(k), B ⊗k Mr(k) ∼= B′ ⊗k Ms(k),

then by Lemma 4.0.4

(A⊗k B)⊗k Mnr(k) ∼= (A′ ⊗k B′)⊗k Mms(k).

This shows that Brauer equivalence is compatible with the tensor product.

Now let A be a central simple algebra and consider the k-linear map given by

φ : A⊗ Aop → Endk(A) : (a⊗ b) 7→ (x 7→ axb).

This is an algebra homomorphism since (a ⊗ b)(a′ ⊗ b′) = (aa′ ⊗ b′b). Clearly φ

is non-zero, as for example the image of (1 ⊗ 1) is the identity. Since A ⊗ Aop is

simple, we conclude that ker(φ) = 0 and so φ is injective. For dimension reasons it

is surjective. Hence A⊗k Aop ∼= Endk(A) ∼= Mn(k), where n = dimk(A).

Proposition 4.1.4. Every element of Br(k) has a unique representative which is a

division algebra.

Proof. This is a consequence of Wedderburn’s theorem 4.0.5. Let A be a central

simple algebra and D the unique division algebra such that A ∼= Mn(D) ∼= D ⊗
Mn(k). This shows that the class of A is represented by D. Moreover if D′ is

another division algebra which is Brauer equivalent to A, then there are l,m ≥ 1

such that

Ml(D
′) ∼= D′ ⊗Ml(k) ∼= A⊗Mm(k) ∼= D ⊗Mnm(k) ∼= Mnm(D)

and the uniqueness part of Wedderburns theorem shows that D ∼= D′.

The previous proposition shows that the Brauer group of k is trivial if and

only if there are no non-trivial division algebras over k with center k. So this is a

”closedness” condition.
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Example 4.1.5. The Brauer group of an algebraically closed field is trivial, since the

only division algebra over an algebraically closed field is the field itself. In particular,

Br(C) = 0 and Br(Q) = 0.

Theorem 4.1.6. The Brauer group of a finite field is trivial.

Proof. We will show that every central division algebra over a finite field F is trivial.

This follows from the fact that every finite division algebra is commutative, so it

equals its center.

The first theorem in [28] is precisely this statement. We replicate its beautiful

proof presented there. Let D be a finite division algebra and let F be its center. Let

|F | = q and n the dimension of D over F . We wish to show that n = 1. For x ∈ D×

let Z(x) denote the subfield of D consisting of the elements which commute with

x and let δ(x) be its dimension over F . Then D is a vector space over Z(x) and

so δ(x) divides n. By the orbit-stabiliser theorem the cardinality of the conjugacy

class of x in D× is [D× : Z(x)×]. Let S be a set of representatives of the conjugacy

classes of non-central elements, then

qn − 1 = q − 1 +
∑
x∈S

qn − 1

qδ(x) − 1
. (2)

Suppose n > 1 and let P be the nth cyclotomic polynomial, i.e. the product P (q) =∏
(q − ζ) over all primitive nth roots of unity ζ. P is the minimal polynomial of

a primitive root of unity and hence has integral coefficients. Since δ(x) < n for all

x ∈ S we conclude that the integer P (q) divides all terms in the sum in (2). As

P (q) also divides the left side it must divide q− 1. This is the desired contradiction

since for all nth primitive roots ζ, one has |q − ζ| ≥ <(q − ζ) > q − 1.

Example 4.1.7. Later we will see that Br(Qp) ∼= Q/Z.

Next we will show that the Brauer group is isomorphic to a certain cohomology

group using Galois Descent. Let L/k be a finite Galois extension, CSAL(n) the

isomorphism classes of central simple algebras A such that A ⊗ L ∼= Mn(L) and

Br(L/k) the subgroup of Br(k) of classes split by L. Note that this is a subgroup

thanks to 4.0.8.

Lemma 4.1.8. CSAL(n) is in bijection with H1(L/k, PGLn(L)).

Proof. We apply Galois descent 3.1.1 to the category of L-algebras inside the cate-

gory of k-algebras. By 4.0.7 any k-algebra which becomes isomorphic to Mn(L) over

L is automatically a central simple algebra over k. Together with the determination

of the automorphism group of Mn(L) from lemma 4.0.9 this proves the result.
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Theorem 4.1.9. Let L/k be a finite Galois extension, then there is an isomorphism

Br(L/k)→ H2(L/k, L×)

and glueing these together gives an isomorphism Br(k) ∼= H2(k, k
×

).

Proof Sketch. A full proof can be found in [9, Chapter 4.4]. Let A ∈ CSAL(n)

and f the corresponding cocycle in H1(L/k, PGLn(L)). Consider the short exact

sequence 1 → L× → GLn(L) → PGLn(L) → 1. Because L× is commutative

and contained in the center of GLn(L) it turns out that there is a coboundary

δ : H1(L/k, PGLn(L)) → H2(L/k, L×) as shown in [9, 4.4.1]. By the general form

of Hilbert’s Theorem 90 we have H1(L/k,GLn(L)) = 0, so δ is injective.

Now let n = [L : k], then L⊗L L ∼= Ln and so there is a commutative diagram

1 L× (L⊗L L)× (L⊗L L)×/L× 1

1 L× GLn(L) PGLn(L) 1

id

which induces the diagram

H1(L/k, (L⊗L L)×/L×) H2(L/k, L×) H2(L/k, (L⊗L L)×)

H1(L/k, PGLn(L)) H2(L/k, L×)

δ

id

δ

Now one can check that (L ⊗L L)× ∼= Ind
Gal(L/k)
1 (L×) and so by Shapiro’s Lemma

H2(L/k, (L⊗LL)×) = 0 and δ is surjective. Thus H2(L/k, L×) is already in bijection

with H1(L/k, PGLn(L)).4 To conclude one can further check that the map δ is well-

defined on Brauer equivalence classes and is a group homomorphism.

The second statement follows since every element in Br(k) is split by some finite

extension L/k and H2(k, k
×

) is the directed union of the H2(L/k, L×) because the

inflation maps H2(L/k, L×)→ H2(k, k
×

) are injective by inflation-restriction 2.4.14.

Corollary 4.1.10. The only division algebras containing R and which are finite

dimensional over R are R,C and the classical quaternions.

Proof. The only division algebra over C is C itself since C is algebraically closed.

By 2.3.2, H2(C/R,C×) = µ2. Thus R and the quaternions are the division algebras

with center R. Conversely the center of any division algebra containing R is a field

extension of R. In order for the division algebra to be finite dimensional over R this

needs to be a finite extension and so the center is either R or C.

4This shows that any central simple algebra split by L has dimension at most n2 over k.
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Corollary 4.1.11. For any field k, the Brauer group Br(k) is a torsion group, more

concretely for any central simple algebra A over k, there exists m and l such that

A⊗m ∼= Ml(k).

Proof. Every central simple algebra is split by some finite Galois extension and

so Br(k) is the directed union of the Br(K/k) which are all torsion groups since

restriction-corestriction shows that H2(K/k,K×) is killed by [K : k]. Thus Br(k) is

a torsion group and the second statement follows from Wedderburn’s Theorem since

k is the unique division algebra which represents the trivial class in Br(k).

Corollary 4.1.12. The m-torsion part is given by Br(k)[m] ∼= H2(k, µm).

Proof. Apply Hilbert’s Theorem 90 and the long exact sequence associated to

1→ µm → k
× m−→ k

× → 1.

Corollary 4.1.13. Let K ⊂ L be a cyclic Galois extension, then the norm N :

L× → K× is surjective if and only if Br(L/K) = 0.

Proof. By 2.3.2 we have H2(L/K,L×) = K×/N(L×), so the result follows from the

theorem.

Definition 4.1.14. A field k is said to satisfy property Cr if every homogeneous

polynomial in n variables over k of degree d such that n > dr has a root in Pn−1(k).

Lemma 4.1.15. If k is C1, then any algebraic extension K/k is C1.

Proof. Assume that K/k is finite. If f(y1, . . . , yn) = 0 is a homogeneous equation

over K in n variables, then NK/k(f(
∑

i x1iei, . . . ,
∑

i xniei)) = 0 is a homogeneous

equation over k in [K : k]n variables, where the ei are a k-basis of K. If the

degree of the first equation is d < n, then the degree of the second equation is

[K : k]d < [K : k]n and hence has a nontrivial solution. Since every homogeneous

equation only involves finitely many coefficients we can in fact conclude that K is

C1 for any algebraic extension K/k.

Corollary 4.1.16. The Brauer group of a C1 field is trivial.

Proof. If k is C1 and L/k is cyclic with k-basis e1, . . . , en then N(
∑
xiei)− xn0a is a

homogeneous equation of degree n in n + 1 > n variables and so the norm NL/k is

surjective. Every algebraic extension of a C1 field is also C1, thus Br(L/K) = 0 for

every cyclic L/K cyclic with K/k algebraic. Now suppose L/k is a Galois extension

of degree ps, then using that p-groups are solvable we employ 2.4.14 and the cyclic

case to show that Br(L/k) = 0. For a general finite Galois extension L/k we can

use 2.4.12 to reduce to the case of p-extensions.
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Corollary 4.1.17. If k (not necessarily perfect) is C1, then cd(k) ≤ 1.

Proof. Let p be a prime and H < Gk be a pro-p sylow subgroup and kp the fixed field

of H. By 2.8.4 it will suffice to show cdp(kp) ≤ 1. If p = char(k), then from 2.4.6

and the Artin-Schreier sequence 0→ Fp → ks → ks → 0 we find H2(kp,Z/pZ) = 0

and so cdp(k) ≤ 1 by 2.8.5.

If p 6= char(k), then kp(µp)/kp is a Galois extension such that Gal(kp(µp)/kp) is

both a quotient of H and of order coprime to p hence µp ⊂ kp and H2(kp,Z/pZ) =

H2(kp, µp) = Br(kp)[p] = 0 since kp is C1. Thus cdp(k) ≤ 1 by 2.8.5.

Example 4.1.18. The converse of this statement is false. In fact there are fields

which are not Cr for any r but have trivial Brauer group. Let pn be an enumeration

of the prime numbers. Then let k0 = C and kn = kn−1((t1/m, pn - m)). We set

k =
⋃
ki. One can show that Gk = Ẑ and so cd(k) = 1. But in [2] it is shown that

this field is not Cr for any r.

However in general it is a conjecture [21, II. 4.5] that k having property Cr implies

cd(k) ≤ r. The case r = 2 is established and for r > 2 we know [12, Theorem 1.15]

at least that cdp(k) ≤ d(r − 2) log2(p) + 1e.

5 Local Class Field Theory

One of the main motivations for the development of group cohomology was to find

a good formulation of the theorems of class field theory. In this section we develop

the class field theory of local fields with finite residue field as in [5], [16] and [20].

Throughout K will be a field, complete with respect to a discrete valuation and

finite residue field k and K will denote its separable closure. Interesting examples

are finite extensions of Qp and Laurent series k((t)) for a finite field k. From a

modern point of view local class field theory is the study of the cohomology of the

Gal(L/K)-module L× for all finite Galois extensions L/K. For example we can

compute the Brauer group of a field and by Tate’s theorem this will give rise to

isomorphisms K×/NL/K(L×) → Gal(L/K)ab for every Galois extension L/K. In

particular this helps us understand the abelian extensions of a local field. A famous

consequence is the local Kronecker-Weber theorem, i.e. that every finite abelian

extension of Qp is contained in a cyclotomic extension Qp(ζm) for some m.

5.1 The Cohomology of a Local Field

Recall the correspondence between separable extensions of the residue field k and

separable, unramified extensions of K [5, Chapter I. 7.]. It will be used frequently

in the following section.
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Lemma 5.1.1. Let G be a finite group and let M be a compact topological Z[G]-

module with a decreasing filtration of closed submodules M = M0 ⊃M1 ⊃ . . . such

that
⋂
M i = {0} and Hq(G,M i/M i+1) = 0 for all i ≥ 0, then Hq(G,M) = 0.

Proof. From the short exact sequences

1→Mn−1/Mn →M0/Mn →M0/Mn−1 → 1,

we deduce that Hq(G,M0/Mn) ∼= Hq(G,M0/Mn−1) ∼= . . . ∼= Hq(G,M0/M1) = 0.

The conditions on the filtration show that the canonical map

M → lim
←
M/Mn

is injective and has compact and dense image. Hence it is an isomorphism of Z[G]-

modules. Moreover for any finite d, the sets of the form (Mn)d form a base of the

topology of M . Since G is finite we can apply this to get canonical isomorphisms

Cq(G,M) ∼= M |G|q ∼=
(

lim
←
M/Mn

)|G|q ∼= lim
←

(M/Mn)|G|
q ∼= lim

←
Cq(G,M/Mn)

which induce an isomorphism Hq(G,M) ∼= lim←H
q(G,M/Mn) = 0.

Lemma 5.1.2. For every finite unramified Galois extension K ⊂ L with group G

we have

Hq(G,UL) = 0

for all q ≥ 1, where UL = {x ∈ L× : vL(x) = 0} is the group of units of L.

Proof. G is isomorphic to the Galois group of an extension of finite fields and hence

cyclic. It suffices to show H1(G,UL) = 0 and H2(G,UL) = 0. The first of these

follows from Hilbert’s Theorem 90 since there is a G-isomorphism L× ∼= Z ⊕ UL

because L/K is unramified, so 0 = H1(G,L×) ∼= H1(G,Z)⊕H1(G,UL).

Let π be a uniformiser of K, then π is also a uniformiser of L since the extension

is unramified. Let Un = 1 + πnOL for n ≥ 1 and U0 = UL. G naturally acts on

Un for all n ≥ 0. We have G-module isomorphisms Un/Un+1 ∼= k+
L for n ≥ 1 and

U0/U1 ∼= k×L , where kL is the residue field of L. Now theorem 2.4.6 implies that

Hq(G,Un/Un+1) = 0 for all q ≥ 1, since G is isomorphic to Gal(kL/k). By Hilbert’s

Theorem 90 we have H1(G,U0/U1) = 0. Since the Brauer group of a finite field is

trivial we also have H2(G,U0/U1) = 0. (Alternatively since the Herbrand quotient

of a finite module is trivial by 2.3.8.) Now Lemma 5.1.1 shows H2(G,UL) = 0, as

required.

Corollary 5.1.3. For a finite unramified Galois extension K ⊂ L, there is an

isomorphism H2(L/K,L×) ∼= H2(L/K,Z).
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Lemma 5.1.4. For a finite unramified extension K ⊂ L, we have H2(G,L×) ∼=
Hom(G,Q/Z) ∼= Z/[L : K]Z.

Proof. Consider the short exact sequence of trivial G-modules

0→ Z→ Q→ Q/Z→ 0.

As L/K corresponds to a separable extension of k, G is cyclic and by looking at the

resolution 2.3.2 we immediately find that the cohomology of Q is trivial and so

Hom(G,Q/Z) ∼= H1(G,Q/Z) ∼= H2(G,Z) ∼= H2(G,L×).

Since G is cyclic we get an isomorphism Hom(G,Q/Z) = Z/[L : K]Z.

In the sequel we write Hq(L/K) for Hq(L/K,L×) and we denote the above

isomorphism by αL/K : H2(L/K)→ G∨, where G∨ := Homcts(G,Q/Z).

Lemma 5.1.5. Let K ⊂ L ⊂ E be finite unramified Galois extensions, then the

diagram

H2(L/K) H2(E/K)

Gal(L/K)∨ Gal(E/K)∨

InfE/L

αL/K αE/K

commutes, where the bottom map is induced by the restriction of automorphisms to

the subfield L.

Proof. Let us describe the map α−1
L/K more explicitly. Given χ ∈ Gal(L/K)∨ , choose

f : Gal(L/K)→ Q such that χ ≡ f (mod Z). Then(
α−1
L/Kχ

)
(σ, τ) = πf(σ)+f(τ)−f(στ).

Using this for the extensions L/K and E/K and remembering the definition of the

map InfE/L we find(
InfE/L ◦α−1

L/Kχ
)

(σ, τ) =
(
α−1
L/Kχ

)
(σ|L, τ |L).

Now the key observation is that if f lifts χ : Gal(L/K) → Q/Z to Q, then σ 7→
f(σ|L) lifts χE : Gal(E/K)→ Q/Z : σ 7→ χ(σ|L). This shows that(

α−1
E/KχL

)
(σ, τ) =

(
α−1
L/Kχ

)
(σ|L, τ |L)

as required.

Given unramified extensions Lα/K, the field extension generated by all the Lα

is again unramified. Thus the union of all separable, unramified extensions is the
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maximal separable, unramified extension denoted by Kun. The previous lemmas

combined together with 2.6.15 show that we have a unique isomorphism

H2(Kun/K)
αK−−→ Gal(Kun/K)∨

such that for all finite unramified Galois extensions K ⊂ L, the diagram

H2(L/K) H2(Kun/K)

Gal(L/K)∨ Gal(Kun/K)∨

InfKun/L

αL/K αK

commutes. Further there is an isomorphism Gal(Kun/K) ∼= Gal(k/k) ∼= Ẑ. One can

make this explicit by letting q = |k|, choosing the automorphism Frobq : Kun → Kun

such that Frobq(a) ≡ aq (mod π) and sending this to 1 ∈ Ẑ. Then we see that

Gal(Kun/K)∨ → Q/Z : χ 7→ χ(Frobq) is an isomorphism. The composite of αK

with this isomorphism is called the invariant map and denoted by invK . For an

unramified Galois extension K ⊂ L one defines invL/K as invK ◦ InfK
un

L .

We now turn to ramified extensions. The goal is to show that in fact already

H2(Kun/K) = H2(K/K) which implies H2(K/K) ∼= Q/Z.

Lemma 5.1.6. Let K ⊂ L be a finite Galois extension. Then H2(L/K) contains a

cyclic subgroup of order n = [L : K].

Proof. Let e be the ramification index and f the degree of the residue field extension.

Then we have commutative diagrams

L× Z G∨L Q/Z

K× Z G∨K Q/Z

vL χ 7→χ(FrobL)

vK

e

χ 7→χ(FrobK)

f

We will use that Lun = LKun which follows from the fact that the residue fields of

L and K have the same algebraic closure. This implies that the map Gal(Lun/L)→
Gal(Kun/K) : σ 7→ σ|Kun is injective and as a result induces a restriction map

Res : Hq(Kun/K)→ Hq(Lun/L). Consider the diagram

H2(Lun/L) H2(Gal(Lun/L),Z) Gal(Lun/L)∨ Q/Z

H2(Kun/K) H2(Gal(Kun/K),Z) Gal(Kun/K)∨ Q/Z

vL ∼ χ 7→χ(FrobL)

vK

Res e·Res

∼

e·Res

χ 7→χ(FrobK)

ef

The rows compose to invL and invK and n = ef . Finally we obtain the commutative
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diagram

0 H2(L/K) H2(K/K) H2(L/L)

0 ker(Res) H2(Kun/K) H2(Lun/L)

0 1
n
Z/Z Q/Z Q/Z

Res

ι

Res

Inf Inf

inv−1
K

n

inv−1
L

with exact rows. Since invK and invL are isomorphisms, we see that ker(Res) ∼=
Z/nZ. Further ι is injective since Inf is injective by 2.4.14 and Hilbert 90.

Lemma 5.1.7. If K ⊂ L is a finite Galois extension with group G, then there exists

an open subgroup V ⊂ UL such that Hq(G, V ) = 0 for all q ≥ 1.

Proof. We follow the approach taken in [5, Chapter 6, 1.4]. The idea is to use the

additive group of L which already known to be free over Z[G] by the normal basis

theorem. Let α ∈ L such that {σ(α)}σ∈G is a basis of L over K. By multiplying

α with a high power of a uniformiser πK of K we may assume that σ(α) ∈ OL for

all σ ∈ G. Now let M =
∑

σ∈G σ(α)OL. M is an open subgroup of OL so there is

N ≥ 1 such that πNKOL ⊂M . Let V = 1 + πNKM , then V is a subgroup of UL since

for x, y ∈M one has

(1+πNKx)(1+πNKy) = 1+(x+y)πNK +xyπ2N
K ∈ 1+πNKM+π2N

K OL ⊂ 1+πNKM+πNKM

further V is open since it contains 1 + π2N
K OL. Note that V is a closed subset of

the compact group UL and V i = 1 +πN+i
K M is a decreasing filtration of V by closed

Z[G]-submodules. By Lemma 5.1.1 it suffices to show that Hq(G, V i/V i+1) = 0 for

all i. There is an isomorphism of Z[G]-modules V i/V i+1 →M/πKM : 1 + πKx 7→ x

and M/πKM ∼= IndG1 (OL/πKOL). Thus by Shapiro’s lemma Hq(G, V i/V i+1) = 0,

as required.

Lemma 5.1.8. Let K ⊂ L be a cyclic Galois extension of degree n, then H2(L/K) ∼=
Z/nZ and H2(L/K) is contained in the image of Inf : H2(Kun/K)→ H2(K/K).

Proof. Let V ⊂ UL be a subgroup as in Lemma 5.1.7, then h(UL) = h(V )h(UL/V ) =

1, since V has trivial cohomology and UL/V is finite. Now even though the extension

might be ramified we still have L×/UL ∼= Z and so h(L×) = h(UL)h(Z) = h(Z). But

H2(G,Z) = Z/nZ and H1(G,Z) = 0 by 2.3.3, hence h(L×) = n. Hilbert’s Theorem

90 implies that n = h(L×) = |H2(L/K)| and Lemma 5.1.6 completes the proof.

Lemma 5.1.9. Let K ⊂ L be a finite Galois extension of degree n, then H2(L/K) ∼=
Z/nZ and H2(L/K) is contained in the image of Inf : H2(Kun/K)→ H2(K/K).
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Proof. We already know that H2(L/K) contains a cyclic subgroup of order n. Thus

it suffices to show |H2(L/K)| ≤ [L : K]. Let p be a prime dividing n and Gp a

p-sylow subgroup of G = Gal(L/K), then H2(G,L×) → H2(Gp, L
×) is injective on

p-primary components. Hence it suffices to show the lemma in the case that G is a

p-group.

So assume that G is a p-group. For |G| = p the claim has already been proven.

Now assume the claim holds for p-groups of order pd and let |G| = pd+1. Let H < G

be a normal subgroup such that G/H is cyclic of order p. Then we have the inflation

restriction sequence

0→ H2(LH/K)→ H2(L/K)→ H2(L/LH)

and so |H2(L/K)| ≤ |H2(LH/K)||H2(L/LH)| ≤ p · pd = pd+1 by the inductive

hypothesis and the cyclic case.

Theorem 5.1.10. H2(K/K) ∼= H2(Kun/K) ∼= Q/Z.

Proof. H2(K/K) is the directed union of the H2(L/K), for L a finite Galois exten-

sion. As we have seen, these are all contained in the image of Inf : H2(Kun/K) →
H2(K/K), hence Inf is an isomorphism.

This shows for example that every central simple algebra over K is split by an

unramified extension of K. Furthermore, the isomorphism H2(K/K) ∼= Q/Z allows

us to apply Tate’s theorem in the next section.

5.2 Abelian Extensions

We begin this section with a general theorem due to Tate about finite group coho-

mology whose proof we shall omit. This is also one of the few places where we need

the Tate cohomology groups.

Definition 5.2.1. Let G be a finite group and A a Z[G]-module. For q ∈ Z define

the Tate cohomology groups as

Ĥq(G,A) =



Hq(G,A) q ≥ 1

AG/NA q = 0

kerN/〈a− ga : a ∈ A, g ∈ G〉 q = −1

H−q−1(G,A) q ≤ −2

The Tate cohomology groups form a ’cohomological functor’ in the sense that

given a short exact sequence of Z[G]-modules 0→ A→ B → C → 0 we get a (very)

long exact sequence

· · · → Ĥ i−1(G,C)→ Ĥ i(G,A)→ Ĥ i(G,B)→ Ĥ i(G,C)→ Ĥ i+1(G,A)→ . . .
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This sequence comes from glueing together homology and cohomology by applying

the snake lemma to the diagram

. . . H1(G,C) AG BG CG 0

0 AG BG CG H1(G,A) . . .

N N N

In addition, the cup product on group cohomology extends to a cup product on Tate

Cohomology Ĥp(G,A)× Ĥq(G,B)
∪−→ Ĥp+q(G,A⊗B) and now we can state Tate’s

theorem [16, II.3.11].

Theorem 5.2.2 (Tate). Let G be a finite group and C a Z[G]-module such that

for all subgroups H < G we have H1(H,C) = 0 and H2(H,C) is cyclic of order

|H|, then for all r the map Ĥr(G,Z) → Ĥr+2(G,C) given by the cup product with

a generator of H2(G,C) is an isomorphism.

This applies to class field theory in the following situation: If L/K is a finite

Galois extension of local fields, then we proved that G = Gal(L/K) and C = L×

satisfy the conditions of the theorem. For r = 1, we get an isomorphism H1(G,Z)→
H3(G,L×) and so we deduce H3(G,L×) = 0 since H1(G,Z) = 0 for any finite group

G and passing to the limit, H3(K,K
×

) = 0.

More importantly, the isomorphism Ĥ−2(G,Z)→ Ĥ0(G,L×) = K×/N(L×) will

play a significant role. By definition, Ĥ−2(G,Z) = H1(G,Z). This homology group

has another interpretation as shown in the following lemma.

Lemma 5.2.3. Let G be a finite group, then H1(G,Z) ∼= Gab.

Proof. Consider the exact sequence 0 → IG → Z[G] → Z → 0, where the right

hand maps g 7→ 1 for all g ∈ G and IG is its kernel. Since Z[G] is free, it has trivial

homology and so we have an exact sequence 0→ H1(G,Z)→ IG/I
2
G → Z[G]/IG →

Z → 0. The map Z[G]/IG → Z is an isomorphism and so H1(G,Z) → IG/I
2
G is

an isomorphism, too. Let f : Gab → IG/I
2
G : g 7→ g − 1, then f(gh) = gh − 1 =

(g − 1)(h − 1) + (g − 1) + (h − 1) = f(g) + f(h) so this is a homomorphism. It is

surjective since IG/I
2
G is generated by elements of the form gh − h with g, h ∈ G.

But gh − h − g + 1 = (g − 1)(h − 1) = 0 (mod I2
G) and so gh − h = g − 1 = f(g)

is in the image of f . To show injectivity, let C be a cyclic group of order m, then

IC/I
2
C
∼= (x−1)Z[x]/(xm−1, (x−1)2) ∼= Z[x]/(xm+1 +xm−2 + · · ·+1, x−1) ∼= Z/mZ

and so f : C → IC/I
2
C is also injective in this case. If C is a cyclic quotient of G,

then we have a commutative diagram

G C

IG/I
2
G IC/I

2
C

f
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where the right downward arrow is an isomorphism. Hence if g ∈ ker(f), then

g ∈ kerχ for all characters χ : G→ Q/Z. Consequently ker(f) < Gab is trivial.

By Tate’s theorem there is an isomorphism φL/K : K×/N(L×) → Gab which is

called the local Artin map. But since we didn’t define the cup product on Tate

cohomology we state another result which allows us to reason about the local Artin

map in terms of usual group cohomology.

Lemma 5.2.4. Let G be the Galois group of a finite Galois extension of local fields

L/K. Let χ ∈ Hom(G,Q/Z) be a character, then χ(φL/K(a)) = invK(a ∪ δχ) for

all a ∈ K×, where δ : H1(G,Q/Z) → H2(G,Z) is the coboundary associated to

0→ Z→ Q→ Q/Z→ 0.

Proof. This is done in [19, Theorem 3.1.6].

This allows us to avoid Tate Cohomology in most places. However, it should be

noted that many results on group cohomology extend to Tate Cohomology. The

main tool for establishing these is dimension shifting because it turns out that

Ĥq(G, IndG1 (A)) vanishes for all q. When G is finite, then IndG1 A
∼= Z[G]⊗Z A and

there is a canonical surjection Z[G]⊗A→ A : g⊗a 7→ ga. Let A′ be the kernel of this

map, then the long exact sequence furnishes isomorphisms Ĥq−1(G,A) ∼= Ĥq(G,A′)

which allow us to lower indices. For example the corestriction-restriction lemma

2.4.11 still holds in Tate Cohomology. For the properties of Tate Cohomology see

[20, Chapter VIII] or [19]. Returning to class field theory, here is a first important

application of the lemma.

Lemma 5.2.5. If K ⊂ E ⊂ L are finite field extensions of a local field K with L/K

and E/K Galois, then

K× Gal(L/K)ab

K× Gal(E/K)ab

φL/K

id

φE/K

commutes, where the right arrow is restriction of an automorphism to E.

Proof. Let χ be any character of Gal(E/K) and χ′ its pull-back to Gal(L/K), then

by 5.2.4 it suffices to show that invK(a ∪ δχ) = invK(a ∪ δχ′) for any a ∈ K×. By

definition a = InfLE(a) and χ′ = InfLE(χ) and since inflation is induced by chain maps

everything is compatible and invK(a ∪ δχ′) = invK(Inf(a ∪ δχ)) = invK(a ∪ δχ) as

required.

Consequently the φL/K glue together to a unique map φK : K× → Gal(Kab/K).

Moreover if L/K is unramified, then φL/K(a) = Frobv(a). To see this recall that

invL/K is given by

H2(L/K,L×)
v−→ H2(L/K,Z)

δ−1

−−→ H1(L/K,Q/Z)
χ 7→χ(Frob)−−−−−−→ Q/Z.

55



Thus for any a ∈ K× and character χ of Gal(L/K) we have

χ(φL/K(a)) = (δ−1(v(a)δχ))(Frob) = v(a)χ(Frob) = χ(Frobv(a)).

Example 5.2.6. Let p be an odd prime and a ∈ Z square-free, coprime to p. By

Hensel’s lemma a is a square in Qp if and only if a is a square mod p and if we

identify Gal(Qp(
√
a)/Qp) with a subgroup of {±1}, then

φQp(
√
a)/Qp

(x) =

(
a

p

)vp(x)

.

Moreover, if L/K is abelian, then φL/K : K×/NL/K(L×) → Gal(L/K) is an

isomorphism, so φK extends to an isomorphism φK : K̂× → Gal(Kab/K), where

K̂× = lim←K
×/NL/K(L×). This is the completion of K× with respect to the ’norm

topology’ which has as a basis of open sets the cosets of the subgroups of K× of the

form NL/K(L×) for some finite abelian extension L/K. Such subgroups are called

norm subgroups of K×.

One can show that the canonical isomorphism K× → UK×Z induces an isomor-

phism K̂× ∼= UK × Ẑ and so in a sense we have determined all abelian extensions

of K. This can be made way more explicit by Lubin-Tate theory [16], but in the

global case no such thing is known.

We will prove the isomorphism K̂× ∼= UK × Ẑ at the end of this section but first

we shall derive a famous consequence in the case K = Qp. We have an isomorphism

Gal(Qab
p /Qp) ∼= Z×p × Ẑ such that the projection Gal(Qab

p /Qp) → Gal(Qun
p /Qp)

corresponds to the projection to the Ẑ factor as φKun/K(a) = Frobv(a). From this

we can get

Theorem 5.2.7 (Local Kronecker-Weber Theorem). The maximal abelian extension

of Qp is the extension obtained by adjoining all the roots of unity, i.e. Qab
p =⋃

m≥1 Qp(ζm).

Proof. We have already seen that the Ẑ factor comes from the unramified extensions

of Qp. By Galois Theory there is an abelian extension L/Qp such that L∩Qun
p = Qp

and LQun
p = Qab

p and Gal(L/Qp) ∼= Z×p .

Since Fp =
⋃
n≥1 Fp(ζpn−1) =

⋃
m-p Fp(ζm) we have Qun

p =
⋃
m-pQp(ζm). It re-

mains to show that L can be obtained from Qp by adjoining some roots of unity.

The extensions Qp(ζpn) are abelian and totally ramified, so Qp(ζpn)∩Qun
p = Qp and

Qp(ζpn) ⊂ L. On the other hand the Galois group of L′ =
⋃
n≥1 Qp(ζpn) over Qp is

Z×p . So Gal(L/Qp) → Gal(L′/Qp) is a continuous surjective map Z×p → Z×p . Thus

it suffices to show that any such map is also injective. We complete this in the next

lemma.

Lemma 5.2.8. Any continuous surjective group homomorphism f : Z×p → Z×p is

injective.
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Proof. For any odd prime p we have F×p × Zp ∼= Z×p via the exponential map. For

p = 2, we have {±1} × Z2
∼= Z×2 . Since any non-zero, closed subgroup of Zp has

finite index (by taking limits one shows that a closed subgroup of Zp is a Zp-module)

and the image of f is infinite, we conclude that ker f is contained in the finite factor.

But then f defines an isomorphism G × Zp → H × Zp for some finite groups G,H

such that |H| < |G|. This is a contradiction since f would have to map the torsion

subgroup G onto H isomorphically.

Now we can even deduce the classical Kronecker-Weber theorem from the local

version as shown in [23].

Theorem 5.2.9 (Kronecker-Weber Theorem). Any finite abelian extension K/Q is

contained in Q(ζm) for some integer m.

Proof. Let p ∈ Z be a prime which ramifies in K and p a prime of K above p. Then

Kp/Qp is an abelian extension and so there exists an mp such that Kp ⊂ Qp(ζmp).

Set m =
∏

p|∆K
pvp(mp) then we will show L := K(ζm) = Q(ζm). L = KQ(ζm)

is an abelian extension of Q. Let q be a prime of L lying over a prime p | m
then Lq/Qp is an abelian extension and we let F/Qp be its maximal unramified

subextension. Whenever p - k, then Qp(ζk)/Qp is unramified so Lq = F (ζpe), where

e = vp(m). Moreover Qp(ζpe) ∩ F = Qp since F/Qp is unramified. As a result

Gal(Lq/F ) ∼= Gal(Qp(ζpe)/Qp) ∼= (Z/peZ)×. But Gal(Lq/F ) is isomorphic to the

inertia group Ip ⊂ Gal(L/Q). Now consider the group I generated by all the inertia

groups Ip for p | m, then the extension LI/Q is unramified and so LI = Q by

Minkowski’s theorem. Finally |I| ≤
∏

p|m |Ip| ≤ φ(m), hence [L : Q] ≤ [Q(ζm) : Q]

which implies L = Q(ζm) as required.

Definition 5.2.10. Suppose µm ⊂ K and let a, b ∈ K×/(K×)m ∼= H1(K,µm), then

we define the (mth power) Hilbert symbol (a, b)K,m as the pairing

H1(K,µm)×H1(K,µm)
∪−→ H2(K,µm ⊗ µm) ∼= Br(K)[m] ∼= µm.

When K and m are clear from the context we will omit them from the notation.

Remark 5.2.11. There is a canonical isomorphism H2(K,µm⊗µm) ∼= H2(K,µm)⊗
µm given by the cup product. Together with the invariant map we get a canonical

isomorphism H2(K,µm ⊗ µm) ∼= µm.

Proposition 5.2.12. The Hilbert symbol is a non-degenerate pairing and (a, b)K,m =

1 if and only if a is a norm from K(b1/m).

Proof. Let b ∈ K× and suppose that (a, b)K,m = 1 for all a ∈ K×, then δa ∪ δb = 0

for all a ∈ K×, where δ is the coboundary associated to the Kummer sequence. We

apply lemma 2.5.10 to the sequences 0 → Z m−→ Z → Z/mZ → 0 and 0 → µm →
K
× m−→ K

× → 0 with the pairing Z×K× → K
×

: (m,x) 7→ xm.
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Now we have 0 = δa∪ δb = a∪ δ2b and so χb(φK(a)) = 0 by 5.2.4, where χb = δb

is the Kummer character of b. φK hits every continuous finite quotient and so it hits

every coset of every open subgroup. Thus the image of φK is dense in Gal(Kab/K)

and consequently χb = 0 and b is an nth power.

On the other hand if L = K(b1/m) has degree m over K, then χb induces an

isomorphism Gal(L/K)→ Z/mZ, thus χb(φL/K(a)) = 0 if and only if a ∈ NL/K(L).

If the degree of L/K is less than m, then we can use a Hilbert symbol with small

enough m to deduce the claim in the same way.

Theorem 5.2.13 (Existence Theorem). All open finite index subgroups of K× are

norm subgroups and K̂× ∼= UK × Ẑ.

Proof. This is basically the method of proof from [16] but we avoid the use of the

norm limitation theorem. First let N = NL/K(L×) < K× be a norm subgroup, then

the local Artin map is an isomorphism K×/N → Gal(L/K). Thus N has finite

index in K×. Since UL is compact, N(UL) is closed in UK and it has finite index

since UK/N(UL) embeds into K×/N . Hence N(UL) is open in UK which is open in

K× and so N(UL) is an open finite index subgroup of K×.

Now let M < K× be a finite index open subgroup. For a finite extension

K ′/K, set DK′ =
⋂
NL/K′(L

×) where L runs over the finite extensions of K ′. Then

NK′/KDK′ = DK . Clearly DK ⊂ NK′/KDK′ . For the other inclusion, let a ∈ DK

and look at the sets SL = N−1
K′/K(a) ∩ NL/K′(L

×), where L is a finite extension of

K ′. Each SL is non-empty since a is a norm from L/K by definition of DK . Further

SLE ⊂ SL ∩ SE for any finite extensions L,E/K ′. Each SL is non-empty since a is

a norm from L/K by definition of DK . Similarly to above one checks that the SL

are compact and so their intersection is non-empty as required.

Now we show that DK is divisible. Let a ∈ DK , n a positive integer and L =

K(µn). Since DK = NL/K(DL) there is b ∈ DL such that a = NL/K(b). Moreover

the Hilbert symbol satisfies (b, c)L,n = 1 for all c ∈ L× by definition of DL. Hence b

is an nth power and so is a. As a result DK is divisible.

Since M < K× has finite index and DK is divisible, DK ⊂M . Each NL/K(L×)∩
UK is compact and M is open so there are finite extensions L1, . . . , Ls of K such that

N(L×1 )∩· · ·∩N(L×s )∩UK ⊂M , taking L = L1L2 . . . Ls we find NL/K(L×)∩UK ⊂M .

Let N = NL/K(L×), then N ∩ (UK · (N ∩M)) ⊂M since if a ∈ UK , b ∈ N ∩M
such that ab ∈ N , then a ∈ N ∩ UK ⊂M and also ab ∈M . N ∩M has finite index

in K× and as a result UK(N ∩M) is a finite index subgroup of K× containing UK .

But UK is the kernel of the valuation v : K× → Z, hence UK(N ∩M) = v−1(mZ)

for some non-zero integer m. This is the norm group of the unramified extension of

degree m by the computation of the cohomology of unramified extensions 5.1.3.

Finally M contains the intersection of two norm groups N and UK(N∩M) and so

M contains a norm groupNF/K(F×) for some finite field extension F/K. By possibly

extending F we may assume that F/K is Galois. Moreover, if F ′ is the maximal
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abelian subextension of F then Gal(F ′/K) = Gal(F/K)ab and N(F ′) = N(F )

since the local Artin map is an isomorphism. So we may assume that F/K is

a finite abelian extension. Let E be the fixed field of φF/K(M). Since F/K is

abelian, E/K is Galois and we have NE/K(E×) = kerφE/K = ker(φF/K |E) = M

since φF/K(M) = Gal(F/E). In conclusion M is the norm group of the finite

abelian extension E/K.

For the second part of the theorem note that the groups of the form V × nZ
where V < UK is an open subgroup are norm groups and they form a basis of

open neighbourhoods of the identity in the norm topology. UK is profinite as can

be checked with 2.6.6. Thus the canonical map UK → lim← UK/V where V runs

through the open subgroups is an isomorphism. Hence there is a canonical isomor-

phism K̂× → UK × Ẑ.

Corollary 5.2.14. The assignment L 7→ N(L) := NL/K(L×) is a bijection from the

finite abelian extensions of K to the finite index open subgroups of K×.

Proof. By the existence theorem L 7→ N(L) is surjective. Suppose L,L′ are two

abelian extensions of K such that N(L) = N(L′), then E = LL′ is another abelian

extension and N(E) ⊂ N(L) ∩ N(L′). Moreover, by 5.2.5 φE/K(x)|L = id if and

only if x ∈ N(L) = N(L′) if and only if φE/K(x)|L′ = id. As φE/K is surjective we

find Gal(E/L′) = Gal(E/L) and by Galois Theory L = L′.

Given a finite abelian extension L/K we define its conductor as the least non-

zero integer c such that (1+πcKOK) ⊂ N(L). The conductor exists since N(L)∩O×K
is an open subgroup of O×K . We have already seen that if L/K is unramified, then

H2(L/K,UL) = 0 and since L/K is cyclic this implies N(UL) = UK and c = 0.

Moreover, we have

Proposition 5.2.15. Let L/K be a finite abelian extension with ramification index e

and inertia degree f whose residue field has characteristic p and let c be its conductor,

then

• c = 0 if and only if L/K is unramified;

• c = 1 if and only if L/K is tamely ramified;

• c ≥ 2 if and only if L/K is wildly ramified.

In the last case the inequality vp(e) ≤ (c− 1)f holds.

Proof. Let n = ef = [L : K] and E/K the maximal unramified subextension. Let πL

be a uniformiser of L, then NL/E(πL) is a uniformiser of E and so vK(NL/K(πL)) = f .

Hence we always have πfK ∈ N(L) for some uniformiser πK . Moreover if πsK ∈ N(L)

for some 0 < s < f , then we have an element in L with valuation 0 < es/n < 1.
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Absurd. This shows that f = min{vK(N(x)) : x ∈ πLOL} and thus n = [K× :

N(L)] = f [UK : N(UL)].

If c = 0, then UK ⊂ N(UL) and so e = 1, i.e. L/K is unramified.

If c ≥ 1, then UK 6⊂ N(L), i.e. e > 1 and L/K is ramified.

If c = 1, then (1 + πKOK) ⊂ N(L) and e | [UK : (1 + πKOK)], hence p - e and

L/K is tamely ramified.

If c ≥ 2, then (N(L) ∩ (1 + πKOK))/(1 + πcKOK) is a non-zero p-group of

cardinality at most pf(c−1) and so vp(e) ≤ (c− 1)f .

5.3 `-Extensions

In this section we assume that the characteristic of K is 0, i.e. that K is a finite

extension of Qp and we indicate how one can think about the possible `-extensions

of K, i.e. not necessarily abelian Galois extensions whose degree is a power of `

for some prime `. On the way we encounter the Tate Duality Theorem and Euler-

Poincaré characteristics.

Theorem 5.3.1. The cohomological dimension of K satisfies cd(K) ≤ 2.

Proof. Lang proved in his thesis [13] that the maximal unramified extension Kun of

K is a C1 field. As a result cd(Kun) ≤ 1 by 4.1.17. Let H = Gal(K/Kun) then we

have an exact sequence

1→ H → GK → Gk → 1.

Since Gk = Ẑ we have cd(k) ≤ 1 as well. Now the Hochschild-Serre spectral sequence

2.4.17

H i(Kun/K,Hj(Kun, A)) =⇒ H i+j(K,A)

shows that Hn(K,A) = 0 for n ≥ 3, where A is a torsion GK-module. Thus

cd(K) ≤ 2.

Lemma 5.3.2. Let K be a field complete with respect to a discrete valuation v and

finite residue field, then K×/(K×)n is finite.

Proof. Let R = {x ∈ K : v(x) ≥ 0} and π ∈ R a uniformiser. When v(x) is

sufficiently large, then both exp(x) =
∑

n≥0
xn

n!
and − log(1 − x) =

∑
xn

n
converge.

Hence there is an isomorphism exp : πsR→ 1+πsR for s large enough. πsR/nπsR =

R/nR is finite since R/πR is finite by assumption and so 1 + πsR/(1 + πsR)n is

finite as well. Using that the residue field is finite it is straightforward to check that

R×/(1 + πsR) is finite as well.

Considering the following diagram it is easy to see that R×/(R×)n is finite

0 (1 + πsR) R× R×/(1 + πsR) 0

0 (1 + πsR) R× R×/(1 + πsR) 0

n n n
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hence also K×/(K×)n is finite since K× ∼= Z×R×.

Proposition 5.3.3. Let A be a finite GK-module. Then H i(K,A) is finite for all i.

Proof. For i = 0 this is trivial. For i > 2 this follows from 5.3.1. Since A is finite,

there exists a finite extension L/K such that GL acts trivially on A and so A is

isomorphic to a direct sum of copies of Z/nZ. After adjoining sufficiently many

roots of unity we find a Galois extension L/K such that over L, A is isomorphic to

a direct sum of some µn. Then H1(L, µn) ∼= L×/(L×)n is finite by 5.3.2. Moreover

by the cohomology long exact sequence and 5.1.10 H2(L, µn) = Br(L)[n] = Z/nZ
is finite, too. From the spectral sequence H i(L/K,Hj(L,A)) =⇒ H i+j(K,A) we

conclude that H i(K,A) is finite for i = 1, 2.

This allows us to define the Euler-Poincaré characteristic by

χ(A) =
h0(A)h2(A)

h1(A)
,

where A is a discrete GK-module and hi(A) = |H i(K,A)|. This is an additive

function on the category of finite discrete GK-modules since cd(K) ≤ 2 by 5.3.1, i.e.

for every short exact sequence 0→ A→ B → C → 0 we have χ(B) = χ(A)χ(C).

Let A be a finite GK module and set A′ = HomZ(A,K
×

) with GK acting by

(g, f) 7→ (x 7→ gf(g−1x)), then we have

Theorem 5.3.4 (Tate Duality). Let A be a finite discrete GK module, then the cup

product

H i(K,A)×H2−i(K,A′)→ H2(K,K
×

) ∼= Q/Z

is a non-degenerate bilinear pairing for 0 ≤ i ≤ 2.

Proof Sketch. The idea is to show that the functor A 7→ H2(K,A) for A finite is

representable as A 7→ HomG(A, I) for some torsion module I. One then uses the

computation of the Brauer group of a local field to show that I = µ is the module of

all roots of unity. Now A′ = Hom(A, I) since A is finite and so the theorem follows

for i = 2. For i = 0 one switches the roles of A and A′ and uses A′′ = A. For i = 1

one can use dimension shifting to reduce to i = 2. See [21, II.5. Theorem 2] for the

proof.

Note that for A = Z/nZ we recover the properties of the Hilbert symbol. Let `

be a prime and GK(`) the maximal pro-` quotient of GK , i.e. the Galois group of

the maximal `-extension of K.

Lemma 5.3.5. If GK(`) = GK/N , then H1(N,Z/`Z) = H2(N,Z/`Z) = 0.

Proof. If H1(N,Z/`Z) 6= 0, then there is a non-trivial continuous map N → Z/`Z
and N has a non-trivial pro-` quotient. This is impossible because if N/M is the
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maximal pro-` quotient, then M is also normal in G since N/gMg−1 is another pro-`

quotient of N . But by maximality of M this implies N = M .

Let K(`) be the maximal `-extension of K and let K(`) ⊂ L be any algebraic

extension, write L = lim→ Lα as a union over finite subextensions K ⊂ Lα ⊂ L.

Let A be a central simple algebra over L and {ei} be a L-basis of A. Then by

writing eiej and e−1
i as linear combinations of the ei there exists a finite subextension

K ⊂ K ′ ⊂ L such that all the coefficients are in K ′. So there is a central simple

algebra A′ over K ′ such that A = A′ ⊗K′ L. This shows that Br(L) = lim→ Br(Lα).

If Lα ⊂ Lβ is Galois of degree ps, then we have the commutative square

Br(Lα) Br(Lβ)

Q/Z Q/Z

Res

inv inv

ps

Since K(`) contains the maximal unramified `-extension of K which have arbi-

trarily high degree over K we find that the `-primary component of Br(L) van-

ishes. Let M < N be a pro-` sylow subgroup and L the fixed field of M , then

L(µ`)/L is a Galois extension of order prime to `. Thus µ` ⊂ L and Br(L)(`) =

H2(M,µ`) = H2(M,Z/`Z) = 0 and so cd`(N) ≤ 1 by 2.8.5 and 2.8.4. In particular

H2(N,Z/`Z) = 0.

Corollary 5.3.6. Suppose K is a finite extension of Qp, then the maximal pro-`

quotient GK(`) can be generated by dimF`
K×/(K×)` elements. If K does not contain

the `th roots of unity µ`, then GK(`) is free and if µ` ⊂ K, then there is one relation

between those generators.

Proof. From the lemma and inflation-restriction 2.4.14 we find that the inflation

maps

H i(K(`)/K,Z/`Z)→ H i(K,Z/`Z)

are isomorphisms for i = 1, 2. Thus 2.8.10 shows that the minimal number of gen-

erators of GK(`) is dimH1(K,Z/`Z) and the minimal number of relations between

those generators is dimH2(K,Z/`Z). The dual of Z/`Z is µ` and so by Tate Duality

the dimension of H2(K,Z/`Z) is equal to the dimension of H0(K,µ`) which is zero

or one depending on whether µ` is contained in K or not. Moreover, H1(K,Z/`Z)

is dual to H1(K,µ`) = K×/(K×)` and the claim follows.

To compute the dimension of K×/(K×)` one could analyse the exponential map.

Alternatively, there is a strong result on Euler-Poincare characteristics [21, II. 5.7]:

Theorem 5.3.7. For any finite discrete GK-module A we have χ(A) = ‖a‖K, where

‖ · ‖K is the absolute value of K normalised to |p| = p−[K:Qp] and a is the cardinality

of A.
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Corollary 5.3.8. Let d be the dimension of K×/(K×)`. If µ` ⊂ K, then d = 2

if ` 6= p and d = [K : Qp] + 2 if ` = p. If µ` 6⊂ K, then d = 1 if ` 6= p and

d = [K : Qp] + 1 if ` = p.

Proof. We have H0(K,Z/`Z) = Z/`Z and H2(K,Z/`Z) is dual to H0(K,µ`) which

has dimension 1 if µ` ⊂ K and 0 if µ` 6⊂ K. Putting this together with the fact

that χ(Z/`Z) = 1 if ` 6= p and χ(Z/`Z) = `−[K:Qp] if ` = p we find the dimension of

H1(K,Z/`Z) which is dual to K×/(K×)`.

We investigate the previous results a bit more closely in the case K = Qp. If

` - p(p − 1), then µ` 6⊂ Qp and GK(`) is free of rank 1, i.e. isomorphic to Z`.
For such `, every Galois `-extension is cyclic since its group is a quotient of Z` and

moreover there is a unique such extension for every power of `. Since there are cyclic

unramified extensions of every degree these extensions must all be unramified. So

for example this shows that every Galois extension of Q5 whose degree is a power of

3 is a cyclic unramified extension. This is not surprising since ramification theory

[20, IV] shows that any prime divisor of the ramification index of any finite Galois

extension of Qp must divide p(p− 1).

For p = ` we have that GK(p) is free of rank 2 for p > 2 and GK(p) is generated

by 3 elements with one relation if p = 2. So for example for p > 2, a p-group can

be generated by 2 elements if and only if it appears as a Galois group of a finite

extension of Qp.

6 Global Class Field Theory

In this section we outline some of the theorems of global class field theory in terms

of the local ones. For simplicity we formulate the theory in terms of number fields

but one can generalise to other global fields, like function fields of algebraic curves

over a finite field. We refer to [16] for most substantial proofs. The main tools for

which are

1. Classical results in algebraic number theory from [17] like the finiteness of the

class group, Dirichlet unit theorem and Frobenius elements

2. Cohomological methods which connect to the local theory

3. Density of certain classes of primes which can be derived from the study of

the Dedekind zeta function.

In local class field theory we showed that for any finite Galois extension of local

fields L/K one has H1(L/K,L×) = 0 and H2(L/K,L×) ∼= Z/[L : K]Z and this

isomorphism is compatible with inflation and restriction, i.e. the conditions of Tate’s

theorem are satisfied and we get the local Artin map φK : K× → Gal(Kab/K). Now
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the goal is to take a number field K and somehow glue all the local Artin maps

φKv of the completions Kv together to a global Artin map φK : CK → Gal(Kab/K),

where CK is the idele class group. As in the local theory this is a powerful tool

for studying the abelian extensions of a global field. In addition the theory gives

rise to local-global principles, which determine some object over K from all the

corresponding objects over all the completions Kv. For example Br(Q) is determined

by the Brauer groups Br(Qp) and Br(R) which gives rise to the Hasse Principle.

Another main feature of the theory are reciprocity laws, which generalise the famous

law of quadratic reciprocity in several ways.

6.1 The Fundamental Exact Sequence

Definition 6.1.1 (Ideles). Let K be a number field, then we the define the ideles of

K as

IK :=

{
(xv) ∈

∏
v

K×v : xv ∈ O×v for all but finitely many v

}
.

For a finite set of places S of K we set IK,S =
∏

v∈SK
×
v ×

∏
v 6∈S O×v equipped

with the product topology. Now IK =
⋃
S IK,S and we give it the limit topology. A

basis of this topology is given by the sets of the form
∏

v∈S Uv such that Uv ⊂ K×v

is open and Uv = Ov for all but finitely many v.

Let L/K be a finite Galois extension, then the global Artin map is defined as the

unique map φL/K : IK → Gal(L/K)ab such that for each place v of K, the diagram

K×v Gal(Lw/Kv)
ab

IK Gal(L/K)ab

φv

φL/K

commutes, where φv is the local Artin map of Kv. φL/K is well-defined since the φv

vanish on O×v , when v is unramified in L and only finitely many places are ramified.

Definition 6.1.2. The idele class group of a number field K is CK := IK/K×.

The classical ideal class group is a quotient of the idele class group and we will

later see the very powerful result that φL/K factors through CK . This is the basis of

the higher reciprocity laws which generalise the classical law of quadratic reciprocity.

Let L/K be a finite Galois extension with group G, then G acts on IL by σ(xw) =

(σ(xσw)) and one can show that the inclusion IK ↪→ IL induces an isomorphism IGL ∼=
IK . Since H1(G,L×) = 0 by Hilbert’s Theorem 90 this also gives an isomorphism

CG
L
∼= CK . Now the analogue to the local theory is

Theorem 6.1.3. Let L/K be a cyclic Galois extension of number fields, then

H1(L/K,CL) = 0 and H2(L/K,CL) is of order [L : K].
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Proof. See [16].

Corollary 6.1.4. Let K ⊂ L be a finite Galois extension of number fields with

Galois group G, then H1(G,CL) = 0.

Proof. As usual, we reduce to the case of G being a p-group using 2.4.12. So suppose

G is a p-group of order > p, then G has a normal subgroup H of index p and we

have the inflation-restriction sequence

0→ H1(G/H,CH
L )→ H1(G,CL)→ H1(H,CL).

Since CH
L = CLH we conclude by exactness and induction that H1(G,CL) = 0.

Corollary 6.1.5 (Second Inequality). Let L/K be a finite Galois extension of num-

ber fields with group G, then the orders of H2(G,CL) and Ĥ0(G,CL) = CK/N(CL)

divide [L : K].

Proof. For H2 this is another application of 2.4.12 and 2.4.14. Moreover, from

dimension shifting one can derive similar results for Ĥ0.

Theorem 6.1.6 (Fundamental exact sequence). If K is a number field, then there

is an exact sequence

0→ Br(K)→
⊕
v

Br(Kv)→ Q/Z→ 0,

where the first map is induced by the inclusions K ⊂ Kv, the sum is over all places

of K and the right map is given by the sum of the local invariant maps. (In the case

that Kv = R we send the class of the quaternions to 1/2.)

Proof. We only proof injectivity of the first map and for surjectivity we refer the

reader to [16]. Let L/K be a finite Galois extension with group G. For each place

v of K we have
∏

w|v L
×
w
∼= IndGGw0

L×w0
, where w0 | v is some fixed place above v.

Using Shapiro’s lemma and that the cohomology of unramified units is trivial one

finds H2(L/K, IL) ∼=
⊕

v Br(Lw/Kv) where w is any place lying over v. From the

exact sequence 0→ L× → IL → CL → 0 and 6.1.3 we obtain the exact sequence

0→ Br(L/K)→
⊕
v

Br(Lw/Kv)→ H2(L/K,CL).

By passing to the limit we conclude that Br(K)→
⊕

v Br(Kv) is injective.

Corollary 6.1.7 (Hasse Norm Principle). Let a ∈ K× be an element of a number

field and L/K a finite cyclic extension. Then for all but finitely many places v of

K, a is a norm from Lw, where w is a place of L lying over v. If it is a norm in all

completions, then a is a norm from L.
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Proof. If L/K is cyclic, then all Lw/Kv is cyclic for all places v. Since its Galois

group is isomorphic to the decomposition group of v which is a subgroup of the cyclic

group Gal(L/K). Hence by 2.3.2 we have Br(L/K) = K×/N(L×) and Br(Lw/Kv) =

K×v /N(L×w) and by the fundamental exact sequence an injective map

K×/N(L×)→
⊕
v

K×v /N(L×w).

It remains to show that this map is just given by the natural inclusions ιv : K ↪→ Kv.

Let χ : Gal(L/K) → Q/Z be injective and H < Gal(L/K) the decomposition

group of w. a 7→ a ∪ δχ is an isomorphism K×/N(L×) → H2(L/K,L×) by 2.5.12.

Now since the cup product and coboundary map are compatible with restriction

we find ResH(a ∪ δχ) = a ∪ δ(ResH χ). But ResH χ = χ|H is an injective map

H → Q/Z and so again by 2.5.12 a 7→ a ∪ δ(ResH χ) is a compatible isomorphism

K×v /N(L×w)→ H2(Lw/Kv, L
×
w).

Corollary 6.1.8 (Classical Hasse Principle). A projective plane conic over Q has

a rational point if and only if it has a point in R and Qp for all primes p.

Proof. If there is a rational point, then there is obviously a point in all completions

of Q. Now suppose the conic has points in all completions of Q. After a change of

coordinates we may assume the conic to be of the form x2 − ay2 − bz2 = 0 for some

a, b ∈ Q. If a = 0 or b = 0, then it trivially has a rational point. Hence we may

assume a and b to be non-zero. In that case x2 − ay2 − bz2 = 0 has a rational point

if and only if a is a norm from Q(
√
b) if and only if a is a norm from Qp(

√
b) for all

p and from R(
√
b).

Remark 6.1.9. We can now give a funny proof that x2 + y2 + z2 = 0 has no

non-trivial solutions in Q2.

Proof. Note that x2 + y2 + z2 = 0 has a non-trivial solution in a field K if and only

if −1 is a norm from K(i). We know that the equation has no non-trivial solutions

in R. By the fundamental exact sequence there must be another place where the

equation has no solutions since otherwise the sum of local invariants is 1/2 6= 0.

But if p is an odd prime, then a pigeon hole argument shows that x2 + y2 + z2 = 0

has a solution in Fp and by Hensel’s lemma also in Qp. Thus we conclude that

x2 + y2 + z2 = 0 has no solutions in Q2 without ever touching the field Q2.

Corollary 6.1.10 (Artin Reciprocity). Let L/K be a finite Galois extension, then∏
v

φv(x) = 1

for all x ∈ K×, i.e. φL/K factors through CK.
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Proof. Firstly note that only finitely many terms in the product are non-trivial

because for all but finitely many places v is unramified and x ∈ Ov. Moreover, for

any character χ : Gal(L/K)→ Q/Z we have χ(φv(x)) = invv(x∪ δχ) by 5.2.5, thus

the fundamental exact sequence shows∑
v

invv(x ∪ δχ) = 0

and consequently

χ

(∏
v

φv(x)

)
= 0.

Artin reciprocity is an extremely powerful result from which we will later gener-

alise the law of quadratic reciprocity to the power reciprocity law. But first we will

show how to concretely find information about solutions to cubic equations modulo

primes p ∈ Z.

Proposition 6.1.11. Let f ∈ Z[x] be a monic cubic whose discriminant ∆ is a

square with prime divisors q1, . . . , ql | ∆. If p - ∆ is another prime, then whether

f(x) = 0 has a solution in Fp depends only on the residue class of p modulo

• m = q1q2 . . . ql if 3 - ∆;

• m = 3q1q2 . . . ql if 3 | ∆

and there exist an index 3 subgroup H < (Z/mZ)× such that f has a solution modulo

p if and only if p+mZ ∈ H.

Proof. As above let L be the splitting field of f over Q, then all ramified primes of

L divide ∆. If p - ∆, then we can apply the Dedekind-Kummer theorem to show

that f(x) = 0 has a root in Fp if and only if p splits in L if and only if φp(p) = 1

if and only if
∏l

i=1 φqi(p) = 1. If qi 6= 3, then it is at worst tamely ramified, has

conductor 1 (by 5.2.15) and so φqi(p) only depends on the class of p modulo qi. If

qi = 3, then φqi(p) depends on p modulo 3c, where c is the conductor of E/Q3 and

E is the splitting field of f over Q3. But this extension has degree at most 3 so

the index [Z×3 : N(UE)] is at most 3. However, it is well-known that one can lift a

generator of (Z/3Z)× to a topological generator of Z×3 and so Z×3 has a unique open

index 3 subgroup, namely ±(1 + 9Z3). Thus the conductor of E/Q is either 0 or 2.

Now that the modulus has been determined we note that
∏l

i=1 φqi defines a

homomorphism (Z/mZ)× → Gal(L/Q). But we also know that one of the φqi is non-

zero since otherwise for all primes p, φp is zero but then the global Artin map is zero

which is a contraction since we prove in the next section that the global Artin map

is surjective. It’s kernel must therefore be an index 3 subgroup H < (Z/mZ)×.
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Example 6.1.12. From the modulus m in the previous proposition we can explicitly

find all the residue classes for which the cubic has a solution by checking small

primes using a computer program. Here a list of examples which was produced in

this way

f ∆ H m

x3 − 7x− 7 72 ±1 7

x3 − 3x+ 1 34 ±1 9

x3 + 4x2 + x− 1 132 ±1,±5 13

x3 + 5x2 + 2x− 1 192 ±1,±7,±11 19

x3 + 4x2 − 7x+ 1 372 ±1,±6,±8,±10,±11,±14 37

x3 + 9x2 + 6x− 1 34 · 72 ±1,±5,±8,±11,±23,±25 63

x3 + 6x2 − x− 5 52 · 132 ±1,±8,±12,±14,±18,±21,±27,±31 65

Note that if ∆ = qr is a prime power, then the group of cubes is the unique

index 3 subgroup and so we don’t actually need to do this computation. Now we

investigate what happens if the discriminant of a monic cubic f ∈ Z[x] is not a

square. Then the splitting field L = Q(f) is not abelian over Q, but it is still

solvable. More concretely
√

∆ ∈ L and L/Q(
√

∆) has degree 3.

Let p - ∆ be a prime. If ∆ is not a square modulo p, then f has exactly one

solution in Fp. To see this note that Fp(f)/Fp has degree at most 3 since any finite

extension of finite fields is Galois. But Fp(f) contains Fp(
√

∆) which has degree 2

over Fp. We conclude F(f) = Fp(
√

∆) and f must have exactly one root as desired.

If ∆ is a square modulo p > 2, then either f splits modulo p or is irreducible

modulo p. We have pOK = p1p2 and p1 splits in L if and only if f splits mod p.

The same holds for p2, thus φp1(p) = Frob2
p1

= 1 if and only if φp2(p) = 1 if and only

if f splits modulo p. However if we naively try to apply Artin reciprocity here, we

can only determine the product φp1(p)φp2(p) and not the individual factors. If the

pi = (αi) are principal, then we can apply Artin Reciprocity to determine φp1(α1)

from congruence conditions on α1. More generally if 3 does not divide the class

number h(K), then phi = (αi) is principal and we can get the answer from there

since 3 - h and the image of the local Artin map is a group of order dividing 3.

Example 6.1.13. Let f = x3−5x+5, then ∆ = −52 ·7 and if p is a prime such that

−7 is a square (mod p), then whether f splits (mod p) depends only on the class

of p modulo 7 and the classes of a, b modulo 5, where 4p = a2 + 7b2. In particular if

p is a prime ≡ 1, 2, 4 (mod 7), then f splits (mod p) if and only if 5 | ab.

Proof. Let K = Q(
√
−7). This field has class number 1 and so p splits into principal

ideals and there exist a, b ∈ Z such that 4p = a2 +7b2. Let r = (a+ b
√
−7)/2 ∈ OK ,

then rr = p and f splits in Fp ∼= OK/(r) if and only if (r) splits in L = Q(f)

if and only if φr(r) = 1. By Artin reciprocity this only depends on r modulo

cubes in OK/(5) and on r modulo cubes in OK/(
√
−7). Note that a ≡ 2r ≡ 2r
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(mod
√
−7) and so r2 ≡ p, hence φ7(r) = φ7(p−1) only depends on the class of p

mod 7. Moreover, φ5(r) only depends on the classes of a, b modulo 5. To check the

final statement it suffices to let a computer do the small primes.

When 3 divides the class number I don’t know how to solve this problem. But

of course one can also use similar methods to reason about roots of higher degree

polynomials modulo primes whenever the extensions involved are abelian or at least

solvable. We will later do this for polynomials of the form xm − a.

6.2 Global Norm Groups

We now establish the global analogue to the bijection between norm groups and

abelian extensions of a local field. In particular this will give rise to the Hilbert

class field of a number field which amongst other things can be used to study primes

of the form p = x2 + ny2 [8].

Let L/K be a finite Galois extension of number fields with group G. Then CL

is a Z[G]-module and we have a natural isomorphism CK ∼= CG
L induced by the

inclusion CK ↪→ CL.

Theorem 6.2.1. Let L/K be a finite abelian extension, then φL/K : CK/N(CL)→
Gal(L/K) is an isomorphism.

Proof. This statement is sensible because φL/K factors through CK by 6.1.10 and at

each local factor φv factors through K×v /N(L×w), where w is a place of L above v.

By 6.1.5 it suffices to show that φL/K is surjective. This is the case since Gal(L/K)

is generated by the decomposition groups. To see this let H < Gal(L/K) be the

subgroup generated by the decomposition groups and E = LH its fixed field. Then

Ep = Kp for every prime p lying over a prime p of K. Hence every prime of K is

inert in E but this implies that K = E as shown in the following lemma.

Lemma 6.2.2. Let L/K be a non-trivial extension of number fields, then there are

infinitely many primes of K which split in L.

Proof. 5 By the theorem of the primitive element, there exists α ∈ L such that

L = K(α). We may assume α ∈ OL by scaling with a large integer. Let f be the

minimal polynomial of α over K. Then g(x) = NK/Q(f(x)) has coefficients in Z. We

show that there exist infinitely many primes p such that g has a root modulo p. Let

a0 be the constant coefficient of g and suppose there were only finitely many such

p1, . . . , ps, then g(p1 . . . psa0t) takes infinitely many values of the form a0k, as t runs

through Z. So there exists a prime ps+1 and t ∈ Z such that ps+1a0 | g(p1 . . . psa0t).

But g(p1 . . . psa0t)/a0 ≡ 1 (mod pi) for all i ∈ {1, . . . , s}, hence ps+1 is not one of

the pi. Contradiction.

5I learned this proof from Wojtek Wawrow.

69



Then by Dedekind-Kummer, for each such prime which doesn’t divide the dis-

criminant of f , any prime p of K lying above it splits in L.

As in the local theory, there is an existence theorem, i.e. for every open finite

index subgroup U < CK there exists a finite abelian extension L/K such that

NL/K(CL) = U and the extension L is unique since φL/K is an isomorphism. As a

powerful consequence we have

Theorem 6.2.3 (Hilbert Class Field). Let K be a number field and let L/K be the

maximal abelian unramified (also at infinite places) extension of K. Then L/K is

called the Hilbert class field of K and there exists a natural isomorphism Cl(K) →
Gal(L/K) which maps a prime ideal p to its Frobenius element.

Proof. Let L/K be an abelian extension. By 5.2.15 L/K is unramified at v if

and only if O×K,v ⊂ N(Lw) for a place w above v. Thus L/K is unramified if

and only if
∏

vO×v ⊂ N(IL). On the other hand the map IK → Cl(K) which maps

(1, . . . , πp, 1, . . . ) to the ideal class of p is surjective with kernel N = K× ·
∏

vO×v . By

the existence theorem there exists an abelian extension L/K such that N(IL) = N

and so this must be the maximal abelian unramified extension of K and the Artin

map gives the isomorphism described in the claim.

Corollary 6.2.4. Let K be a number field and L/K its Hilbert class field, then a

prime ideal p of K splits completely in L if and only if it is principal.

Proof. p splits completely if and only if its Frobenius element is the identity. By the

isomorphism Cl(K)→ Gal(L/K) this happens if and only if p is principal.

Corollary 6.2.5. Let n be square-free and 6≡ 3 (mod 4), then a prime p - 2n is of

the form x2 + ny2 with x, y ∈ Z if and only if p splits completely in the Hilbert class

field of Q(
√
−n).

Proof. Let K = Q(
√
−n), then p is of the form x2 + ny2 if and only if p splits

into principal ideals in K. Let L/K be the Hilbert class field of K, then L/Q is

Galois since if σ is an automorphism of Q, then σ(L) is another abelian unramified

extension of K and σ(L) ⊂ L. Now p splits completely in L if and only if pOK = pp

for some prime ideal p of K which splits completely in L, i.e. is principal. In

conclusion p splits completely in L if and only if it is of the form x2 + ny2.

Example 6.2.6. A prime p 6= 2, 5 is of the form x2 + 5y2 if and only if p ≡ 1, 9

(mod 20).

Proof. We need to find the Hilbert class field of K = Q(
√
−5). Using the Minkowski

bound of 4
√

5/π < 3 and that 2 = (2, 1 −
√
−5)2 one checks that Cl(K) ∼= Z/2Z.

Thus it suffices to find an unramified extension of K of degree 2. Let L = Q(i,
√

5) =

K(i), then L/K is at most unramified at the prime above 2. But 2Z has ramification
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index 2 in K and the prime above 2 in Q(i) is unramified in L, thus (2, 1 −
√
−5)

is unramified in L as well. Consequently L is the Hilbert class field of K. A prime

p 6= 2, 5 splits completely in L if and only if both −1 and 5 are squares mod p, i.e.

if and only if p ≡ 1, 9 (mod 20).

Theorem 6.2.7 (Principal Ideal Theorem). Let K be a number field and L/K its

Hilbert class field, then every ideal of OL becomes principal in OL.

Proof Sketch. Let E/L be the Hilbert class field of L, then L is the maximal abelian

extension of K contained in E and so NE/K(CE) = NL/K(CL). We get a commuta-

tive diagram

Cl(L) = Ĥ0(E/L,CE) Ĥ−2(E/L,Z) = Gal(E/L)

Cl(K) = Ĥ0(E/K,CE) Ĥ−2(E/K,Z) = Gal(L/K)

φE/L

Res

φE/K

Res

It turns out that the left vertical map is given by sending an ideal a 7→ aOL and the

right vertical map is always 0 by the following group theoretical theorem.

Theorem 6.2.8 (Furtwängler). Let G be a finite group and H = [G,G] its commu-

tator subgroup, then the restriction Ĥ−2(G,Z)→ Ĥ−2(H,Z) is the zero map.

Proof. See [19] and [29].

Thus ideal factorisations in OK become actual factorisations in OL, where L is

the Hilbert class field of K. However, in OL there are new ideals which are not

principal and to study them one might consider taking the Hilbert class field of

L as we already did in the proof of the Principal Ideal Theorem. Now a natural

question called the class field tower problem arises. Let K be a number field and

K1 its Hilbert class field and Kn the Hilbert class field of Kn−1. Is it true that

this tower of field extensions K ⊂ K1 ⊂ K2 ⊂ . . . stabilises, i.e. eventually Kn

has class number one? The answer is negative as was shown in 1964 by Golod and

Shafarevich.

Theorem 6.2.9. Let d = p1 . . . pN with pi distinct primes ≡ 1 (mod 4) and N ≥ 6,

then the class field tower of K = Q(
√
−d) is infinite.

Proof. This proof idea is presented in [21, I.5. Proposition 29]: If the class field tower

was finite then the maximal unramified `-extension of K for any prime ` would be

finite because `-groups are solvable. Let G be a the Galois group of the maximal

unramified `-extension of K. Now by 2.8.10, n = dimH1(G,Z/`Z) is the number of

generators needed to generate G as a pro-` group and r = dimH2(G,Z/`Z) is the

number of relations between these generators. For G to be finite there should be

a lot of relations between the generators of G since otherwise there is not enough
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cancellation. Indeed the Golod-Shafarevich inequality [21, I. Appendix 2] says that

for any finite `-group one has n2/4 < r which will be more than enough to derive a

contradiction.

In our case we set ` = 2, L/K the maximal unramified 2-extension of K and G

its Galois group which we assume to be finite. The extensions K(
√
pi)/K are easily

seen to be unramified and so by considering the homomorphisms σ 7→ σ(
√
pi)/
√
pi

we find n = dimH1(G,F2) ≥ N . Moreover, we have exact sequences

0→ O×L → UL → UL/O×L → 0

0→ UL/O×L → CL → Cl(L)→ 0,

where UL is the set of ideles x ∈ IL such that xv is a unit for all places v of L. L has

no unramified 2-extensions and so the Hilbert class field of L has odd degree over L,

thus # Cl(L) is odd and so by 2.4.11, Hq(G,Cl(L)) = 0 for all q ≥ 1. The restriction-

corestriction argument extends to Tate Cohomology by dimension shifting and so

Ĥq(G,Cl(L)) = 0 for all q. Further Ĥq(L/K,UL) =
⊕

v Ĥ
q(Lw/Kv,Ow) = 0

since L/K is unramified. Thus the long exact sequence gives us isomorphisms

Ĥq(G,O×L )→ Ĥq−1(G,CL). By Tate’s theorem Ĥq−1(G,CL) ∼= Ĥq−3(G,Z). Setting

q = 0 we get Ĥ−3(G,Z) ∼= Ĥ0(G,O×L ). Since K is an imaginary quadratic field and

d > 3 it has 2 units and so dimF2 Ĥ
0(G,O×L ) ≤ 1. Ĥ−3(G,Z) is dual to H2(G,Q/Z)

[19, 3.1.1] and hence also dimH2(G,Q/Z) ≤ 1. Now consider the exact sequence

0→ Z/2Z→ Q/Z ·2−→ Q/Z→ 0. It induces the exact sequence

H1(G,Z/2Z) H1(G,Q/Z) H1(G,Q/Z)

H2(G,Z/2Z) H2(G,Q/Z)[2] 0

from which we deduce n− r+ dimH2(G,Q/Z)[2] ≥ 0 and hence r ≤ n+ 1. But for

n ≥ 6 this contradicts the Golod-Shafarevich inequality n2/4 < r.

6.3 The Power Residue Symbol

The sequel is based on the exercises in [5] starting at page 348. The goal is to

make the abstract formulation of class field theory more concrete by deriving the

reciprocity law for mth powers which for m = 2 reduces to quadratic reciprocity.

Like the examples we saw in the last section this approach is based on the fact that

the global Artin map factors through the idèle class group.

Let K be a number field containing the mth roots of unity µm. Let S be the

set of infinite primes of K together with the primes dividing m. Moreover, for

a1, . . . , ar ∈ K× let S(a1, . . . , ar) be the set of primes in S together with those v

such that v(ai) 6= 0 for some i. For a ∈ K× and b ∈ IS(a), where IS(a) denotes
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the group of fractional ideals of K coprime to the elements of S(a), define the mth

power residue symbol
(
a
b

)
K,m

by

FrobL/K(b)( m
√
a) =

(a
b

)
K,m

m
√
a, (3)

where L = K( m
√
a) and FrobL/K : IS(a) → Gal(L/K) maps unramified primes to

their Frobenius elements. This is well-defined since K ⊂ L is an abelian extension.

If K and m are clear from context, we omit them from the notation. Raising both

sides of (3) to the mth power we see that
(
a
b

)
∈ µm and moreover it is independent

of the choice of m
√
a since Gal(L/K) acts trivially on µm. It follows directly from

(3) that whenever it is defined, the power residue symbol is multiplicative in both

arguments.

Lemma 6.3.1 (Generalised Euler Criterion). Fix a ∈ K× and let q 6∈ S(a), then

m | (Nq− 1) and (
a

q

)
K,m

≡ a
Nq−1

m (mod q)

and
(
a
q

)
is uniquely determined by this congruence. In particular the symbol only

depends on the class of a modulo q.

Proof. Since q 6∈ S we have q - m and so there are m distinct mth roots of unity in

OK/q since xm − 1 is a separable polynomial modulo q. This shows m | (Nq− 1).

By assumption a is integral in Kq. Let αm = a, L = K(α) and Q a prime of L

lying over q, then (
a

q

)
α = FrobL/K(q)(α) ≡ αNq (mod Q)

by definition of the Frobenius. If α ∈ Q, then a = αm ∈ Q ∩ K = q which

contradicts q 6∈ S(a). Hence α is invertible modulo Q and dividing by α yields the

desired congruence. Moreover this determines the symbol because OK/q contains

m distinct mth roots of unity.

Lemma 6.3.2. Fix a ∈ K× ∩ OK, let b ∈ IS be integral (i.e. b is coprime to m)

and ζ ∈ µm, then (
ζ

b

)
K,m

= ζ
Nb−1

m .

Proof. We will apply the generalised Euler criterion 6.3.1 and multiplicativity of the

power residue symbol. Let q be a prime dividing b, then q is coprime to m and as

above, the restriction of µm to OK/q is injective and so the congruence in 6.3.1 is

actually equality in our situation.

For p | b write Np = 1+rpm. Using multiplicativity of the power residue symbol
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and lemma 6.3.1 we conclude (
ζ

b

)
=
∏
p

ζvp(b)rp .

Moreover, we have

Nb =
∏
p

(1 + rpm)vp(b) ≡ 1 +m
∑
p

rpvp(b) (mod m2)

which completes the proof.

To be able to use the theorems of class field theory we relate the power residue

symbol to the Hilbert symbol. For a place v of K we will write (·, ·)v for the mth

Hilbert symbol (·, ·)Kv ,m.

Lemma 6.3.3. Fix a ∈ K×, b ∈ K×p and p 6∈ S(a), then

(a, b)p =

(
a

p

)vp(b)

K,m

.

Proof. Applying 5.2.4 with the Kummer character of a we get

χa(φp(b)) = invK(b ∪ δ2a).

The lemmas 2.5.8 and 2.5.10 imply that χa(φp(b)) = invK(δa∪δb) = (a, b)p and thus

(a, b)p m
√
a = φp(b)( m

√
a). Now it suffices to check that φp(b) = FrobK( m√a)/K(p)vp(b)

but this follows since p 6∈ S(a) is unramified in K( m
√
a).

For a, b ∈ K× we define(a
b

)
K,m

:=

(
a

(bOK)S(a)

)
K,m

,

where (bOK)S(a) is obtained from the fractional ideal bOK by throwing out all the

prime factors from S(a).

Proposition 6.3.4. For a, b ∈ K× we have the reciprocity law

(a
b

)( b
a

)−1

=
∏

p∈S(a)∩S(b)

(b, a)p.

Proof. By lemma 6.3.3 we have

(a
b

)( b
a

)−1

=
∏

p6∈S(b)

(a, b)p
∏

p6∈S(a)

(b, a)−1
p .
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The fundamental exact sequence 6.1.6 shows that the product of the Hilbert symbols

over all places equals 1. Applying this and skew-symmetry 2.5.8 we obtain

(a
b

)( b
a

)−1

=
∏

p∈S(b)

(a, b)−1
p

∏
p∈S(a)

(b, a)p =

 ∏
p∈S(a)∩S(b)

(b, a)p

 ∏
p∈S(a)∪S(b)

(b, a)p

 .

By lemma 6.3.3, the product over S(a) ∪ S(b) includes all nontrivial factors and

hence equals 1, again by the fundamental exact sequence.

Corollary 6.3.5 (Quadratic Reciprocity). Let p, q be distinct odd primes in N, then(
p

q

)
= (−1)

p−1
2

q−1
2

(
q

p

)
,

where
(
p
q

)
is the classical Legendre symbol.

Proof. Let K = Q, m = 2 and p, q be distinct odd primes, then(
p

q

)
Q,2

= (p, q)2(p, q)∞

(
q

p

)
Q,2

.

(p, q)∞ = 1 since p > 0 and q > 0. Moreover, (p, q)2 = 1 if and only if the equation

x2 − py2 − qz2 = 0 has a non-trivial solution in Q2. Using Hensel’s lemma and

reduction mod 8 one can check that (p, q)2 = −1 if p ≡ q ≡ −1 (mod 4) and

(p, q)2 = 1 otherwise. Finally, by 6.3.1 the second power reside symbol is just the

Legendre symbol.

6.4 Application to Fermat’s Last Theorem

Let p be an odd prime number and denote by FLT1(p) and FLT(p) the following

properties

FLT(p) : ∀x, y, z ∈ Z : xp + yp = zp =⇒ xyz = 0;

FLT1(p) : ∀x, y, z ∈ Z : xp + yp = zp =⇒ p | xyz.

In [15] it is shown that ¬FLT1(p) implies that p belongs to several restrictive

classes of primes. For example that p is a Wieferich prime, i.e. that 2p−1 ≡ 1

(mod p2). The only known Wieferich primes are 1093 and 3511 [1]. Using the

theory developed in the previous section we are able to give this proof.

Let ζ be a primitive pth root of unity, K = Q(ζ) and S = {p}, where p =

(ζ − 1)OK , so that pOK = pp−1 and p is the only rational prime which is ramified

in K. To apply the theory of the power residue symbol to this setup we will need

to compute some Hilbert symbols and here is our main tool for this:
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Lemma 6.4.1. Let L be a local field containing the mth roots of unity and a, b ∈ L×

such that a+ b is an mth power, then (a, b)L,m = 1.

Proof. We show that b is a norm from L( m
√
a). Indeed let αm = a and µd ⊂ µm the

image of Gal(L( m
√
a)/L) ↪→ µm : σ 7→ σ(α)/α. Let ζ1, . . . , ζr be coset representatives

of µd in µm and xm = a+ b, then b = xm − αm =
∏r

i=1 N(x− ζiα).

Lemma 6.4.2. Let x, y, z ∈ Z pairwise coprime such that xp + yp = zp and p - yz.

Let n be coprime to p and z, then the pth power residue symbol satisfies
(
x+yζ
n

)
=(

ζ
n

)y/z
.

Proof. This is Lemma 1 in [15] and we give the same proof with a bit more details.

By assumption n is coprime to z and hence to zp = xp− (−y)p =
∏p

k=1(x+yζk). As

n is also coprime to p this shows that (nOK)S(x+yζ) = nOK . Moreover ζ is a unit,

so S(ζ) = S = {p} and thus(
x+ yζ

n

)(
ζ

n

)−y/z
=

(
x+ yζ

nOK

)(
ζ

nOK

)−y/z
=

(
α

nOK

)
=
(α
n

)
,

where α = (x+ yζ)ζ−y/z. Hence it remains to show that
(
α
n

)
= 1.

αOK = (x+yζ)OK is a pth ideal power. To see this observe that for pth roots of

unity ζ 6= ζ ′, any common prime factor of (x+ yζ)OK and (x+ yζ ′)OK also divides

(x+ yζ)− (x+ yζ ′) = y(ζ − ζ ′)OK = yp

and hence does not divide z by assumption. Consequently the formula (zOK)p =∏p
k=1(x+ yζk)OK shows that each x+ yζk is a pth ideal power.

The multiplicativity of the power residue symbol in the second factor now shows(
n
α

)
= 1. The reciprocity law 6.3.4 in our case reads

(α
n

)(n
α

)−1

=
∏

q∈S(n)∩S(α)

(n, α)q = (n, α)p,

where the second equality holds because S = S(n) ∩ S(α), as any prime dividing α

also divides z which is coprime to n. Thus it remains to show that (n, α)p = 1.

To compute this Hilbert symbol it turns out to be useful to know that αp−1 ≡ 1

(mod p2). Observe that p ∈ pp−1 ⊂ p2 and

α = ((x+ y) + y(ζ − 1))ζ−y/z ≡ (z + y(ζ − 1))ζ−y/z

≡ z · (1 + (ζ − 1))y/zζ−y/z ≡ z (mod p2)

and so αp−1 ≡ zp−1 ≡ 1 (mod p2). Now write αp−1 = 1 − β with β ∈ p2 and

np−1 = 1− γ with γ ∈ pp−1 = pOK .
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We will show that 1−βγ is a pth power in Kp. Then 6.4.1 shows that (1−γ, γ−
γβ) = 1 and so

(n, α) = (np−1, αp−1) = (1−γ, 1−β) = (1−γ, 1−β)(1−γ, γ) = (1−γ, γ−γβ) = 1.

So let us show that 1− βγ is a pth power in Kp. Let λ = 1− ζ and consider the

equation (1 + λx)p = 1− βγ. This is equivalent to

p∑
k=1

(
p

k

)
λk−pxk = −βγλ−p. (4)

Note that

p

λp−1
=

p−1∏
l=1

1− ζ l

1− ζ
=

p−1∏
l=1

(1 + ζ + · · ·+ ζ l−1) ≡ (p− 1)! ≡ −1 (mod p)

and so (4) modulo p becomes xp−x = 0 and by Hensel’s lemma there exists x ∈ Kp

such that (1 + λx)p = 1− βγ, as required.

Now we are ready to show

Theorem 6.4.3. Suppose p is an odd prime such that there exists x, y, z ∈ Z with

xp + yp = zp and p - xyz, then 2p−1 ≡ 1 (mod p2).

Proof. We can assume that x, y, z are pairwise coprime and after rearranging the

equation that y is even and that z and x are odd. Now the conditions of lemma

6.4.2 are satisfied for n = 2. As above, x+ yζ is coprime to 2 and p and so(
x+ yζ

2OK

)
=

(
x+ yζ

2

)
=

(
ζ

2

)y/z
=

(
ζ

2OK

)y/z
.

The goal is to show that (
ζ

2OK

)
= 1,

because then 6.3.1 shows

1 = ζ
2p−1−1

p

which implies that 2p−1 ≡ 1 (mod p2).

By 6.3.1 the power residue symbol
(
x+yζ
2OK

)
only depends on the class of x + yζ

modulo 2. Thus

1 =

(
1

2OK

)
=

(
x+ yζ

2OK

)
=

(
ζ

2OK

)y/z
and since y/z 6= 0 (mod p), we have

(
ζ

2OK

)
= 1.
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If 2p | x, then we have y/z ≡ 1 (mod p) since x ≡ z − y ≡ 0 (mod p). Thus(
ζ

2OK

)
=

(
x+ yζ

2OK

)
=

(
ζ

2OK

)y/z
doesn’t give us any information, so the assumption p - xyz is essential.

7 The Structure of Absolute Galois Groups

In this final section we indicate some questions in Galois Cohomology which have

been studied more recently. The classical inverse Galois problem for a field k asks

which finite groups appear as Galois groups of Galois extensions of k. Historically,

the particular case k = Q has sparked a lot of interest. One of the major results in

this area is a theorem due to Shafarevich which states that any finite solvable group

appears as a Galois group of a finite extension of Q, see [19, Chapter IX] for the

proof (which is very involved).

More generally, one can ask which profinite groups appear as absolute Galois

groups of some field. This is a widely open problem but some restrictions on such

groups are known. For example a classical theorem by Artin-Schreier shows that all

finite subgroups of an absolute Galois group are of order at most 2. Another strong

restriction on the structure of absolute Galois groups is the Bloch-Kato conjecture,

which is now a theorem due to Voevodsky. Beyond that it has recently been shown

that all triple Massey products vanish in Galois Cohomology with Fp coefficients

[18] which has some consequences for absolute Galois groups, as well.

7.1 The Bloch-Kato Conjecture

Let k be a field. Then we define the Milnor K-groups as K0(k) = Z, K1(k) = k×

and when n ≥ 2

Kn(k) = k× ⊗Z · · · ⊗Z k
×/〈a1 ⊗ · · · ⊗ an : ai + aj = 1 for some i 6= j〉

Fix an integer ` which is invertible in k and let µ` be the `th roots of unity in

a separable closure of k. Then the Kummer sequence gives us an isomorphism

∂1 : K1(k)/` = k×/(k×)` → H1(k, µ`). Together with an isomorphism µ⊗n` → µ`,

the cup product induces a map ∂n : (k×)⊗n → Hn(k, µ`) : x1 ⊗ · · · ⊗ xn 7→ ∂1(x1) ∪
· · ·∪∂1(xn). Similarly to lemma 6.3.3 one can show that ∂n factors through Kn(k)/`

[9, Proposition 4.6.1]. Now we can formulate the Bloch-Kato conjecture:

Theorem 7.1.1. Let k be a field and ` an integer coprime to the characteristic of

k, then the map ∂n : Kn(k)/`→ Hn(k, µ`) is an isomorphism for n ≥ 1.

Proof. The case n = 2 is the Merkurjev-Suslin theorem [9]. The general case was

finally proven by Voevodsky [25].
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Corollary 7.1.2. For k and ` as in the theorem, the cohomology ring H∗(k, µ`) is

generated by elements in degrees 1 and 0 and the relations are generated by relations

of degree 2.

Theorem 7.1.1 is a fundamental result on the structure of the Galois Cohomology

of a field and has many implications, for example for central simple algebras [9,

Theorem 2.5.7]. It is also used in [12] to bound cdp(k) in terms of the diophantine

dimension of k, which is the least r such that k has property Cr. Furthermore we

can recover the Artin-Schreier theorem of which there is an elementary proof [6] but

which is hard to remember.

Corollary 7.1.3 (Artin-Schreier theorem). Let k be a field and Gk its absolute

Galois group, then every finite subgroup of Gk has order at most 2.

Proof. Let ` be an odd prime different from the characteristic of k. Suppose G = Gk

has an element σ of order `. Let C be a separable closure of k, then C/Cσ is a Galois

extension with Galois group H = 〈σ〉. The degree Cσ(µ`)/C
σ divides `−1 and hence

is coprime to ` and µ` ⊂ Cσ. H is cyclic and both N : µ` → µ` and (1−σ) : µ` → µ`

are the zero map, so H1(H,µ`) ∼= F` and H2(H,µ`) ∼= F` by 2.3.2. The cup product

is an antisymmetric bilinear map F`×F` → F`. Since ` > 2, the only such map is the

zero map. But then H2(H,µ`) is not generated by degree 1 elements, contradicting

the Merkurjev-Suslin theorem.

If char(k) = p and G has an element σ of order p, then the short exact sequence

0→ Fp → C
xp−x−−−→ C → 0

induces an exact sequence

H1(Cσ, C)→ H2(Cσ,Fp)→ H2(Cσ, C),

so by additive Hilbert 90, H2(Cσ,Fp) = 0. On the other hand Gal(C/Cσ) ∼= 〈σ〉 ∼=
Fp and H2(Fp,Fp) = Fp which is a contradiction.

Consequently any finite subgroup of G must be a 2-group and if char(k) = 2,

then there are no nontrivial finite subgroups by the argument above.

If K is a field of characteristic 6= 2 such that [C : K] = 2, then −1 is not a

square in K. Suppose otherwise and let C = K(β) with β2 ∈ K and β 6∈ K. Then

since C is algebraically closed, there are x, y ∈ K such that (x + yβ)2 = β. Hence

x2 + β2y2 = 0 and so β = ±xi/y ∈ K where i ∈ K is a square-root of −1. Absurd.

Now suppose H < G is a finite subgroup, then |H| is a power of 2 and in

particular H is solvable. Thus if |H| > 2, there are fields E ⊂ K ⊂ C such that

[C : K] = [K : E] = 2. Then i 6∈ K shows that [E(i) : E] = [C : E(i)] = 2 but by

the observation above, i 6∈ E(i) which is a contradiction. Hence all finite subgroups

of G have order at most 2.
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